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1. Introduction. In this paper we shall deal with the following general prob-
lem: Let f(x!, x2, - - -, x7, 0%, - -+, 0%) be the joint probability density func-
tion of the variates (chance variables) «!, + - -+, x" involving £ unknown pa-
rameters 0, - - -, 0*. Any set of k values 6, - - -, 6* can be represented by a
point 0 in the k-dimensional Cartesian space with the coordinates ', - - -, 6%,
We shall denote the set of all possible parameter points by Q. The set Q is
called parameter space. The parameter space 2 may be the whole k-dimen-
sional Cartesian space, or a subset of it. For any subset w of 2, we shall
denote by H, the hypothesis that the parameter point lies in w. If w consists
of a single point, H, is called a simple hypothesis, otherwise H, is called a
composite hypothesis. In this paper we shall discuss the question of an ap-
propriate test of the hypothesis H, based on a large number of independent
observationson x!, - - -, x".

For simplicity we shall introduce the following notations: The letter 6 or 6;
for any subscript 7 will denote a point in the parameter space Q. The letter x

Some of the results contained in this paper were presented to the Society, February 22,
1941 and September 2, 1941; received by the editors March 31, 1943.
(1) Research under a grant-in-aid from the Carnegie Corporation of New York.
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will denote the random vector with the components «x!, - - -, %7, and x,
will denote the random vector with the components x4, - - -, &, where x%
(¢=1, 2, - - -, r) denotes the ath observation on «% In general, the com-
ponents of a vector v in the s-dimensional space will be denoted by 2!, - - -, 2°,
that is the components of a vector will always be indicated by superscripts.
Throughout this paper all vectors have their initial points at the origin.
We denote by E, a sample point in the rz-dimensional sample space of »
independent observations on the random vector x. For any relation R we
denote by P(R| 0) the probability that R holds under the assumption that
is the true parameter point. A region (subset) of the rn-dimensional sample
space will always be denoted by a capital letter with the subscript #. For any
region W, the symbol P(W,.|0) will denote the probability that E, falls
within W, under the assumption that 8 is the true parameter point. Through-
out this paper the word “region” will be used synonymously with “subset,”
since in the theory of testing statistical hypotheses it is customary to call the
subsets which are used as criterions of rejection, critical regions.

By maximum likelihood estimates 6}, - - -, 6% of 6, - - -, 6% we mean
values of 6, - - -, 8% for which Hz_lf(xf,, <., xn, 6% - -+, 0%) becomes a
maximum. The subscript # in the symbol €} will indicate that the maximum
likelihood estimate is based on # independent observations on x’/, - - -, ™.
A region W, in the rn-dimensional sample space is called a critical region
for testing the hypothesis H, if we decide to reject H, when and only when
the observed sample point falls within W,. For any 8 not in w the value of
P(W,.|0) is called the power of the critical region W, with respect to the
alternative hypothesis . The least upper bound of P(W,.le) with respect
to 0, restricting 6 to w, will be called the size of the critical region W,. A criti-
cal region is considered the better, the smaller its size and the greater its
power.

In several previous publications(?) the author has considered the case of
a single unknown parameter 6 and the problem of testing a simple hypothesis
6 =00 It was shown, among other things, that under certain conditions the
critical region given by the inequality In” 2(6, —Go)l = A, has certain optimum
properties. Here the symbol 4, denotes some properly chosen constant. In
this paper the general case of several unknown parameters is treated and
simple as well as composite hypotheses are considered.

By an equality or inequality among vectors we shall mean that the equality
or inequality holds for all components. For example, if 6. denotes the vector
with the components 6}, - - -, 6% where 6} is the maximum likelihood esti-
mate of 6%, and if 4 is a real number, then the inequality

n2(6, — 6) < 4

(%) Asymptotically most powerful tests of statistical hypotheses, Ann. Math. Statist. vol. 12
(1941). Some examples of asymptotically most powerful tests, Ann. Math. Statist. ibid.
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denotes the set of inequalities
1/2

n' (6, —8) < 4 G=1,-,k).
Or, if ¢ is a vector with the components #, - - -, ¢¥, then
ntl2(@, — 6) <t

denotes the set of inequalities

7@, —6) <t G=1,---,k).
2. Assumptions on the density function f(x,6). For any function y(x) weshall
use the symbol [T 2Y(x)dx as an abbreviation for f*3 - - - [f3y(x) dxt- - - dx".

Denote by Egl(x) the expected value of Y(x) under the assumption that 6 is
the true parameter point, that is

+o0
Enp(x) = | ¥(x)f(x, 0)du.

For any x, any positive value 8, and any 6, denote by ¥i;(x, 6;, )
the greatest lower bound, and by ¢:j(x, 61, 6) the least upper bound of
92 log f(x, 0)/86'90 with respect to 8 in the 6-interval |§—6,| <.

Throughout this paper the following assumptions on f(x, ) are made:

AssUMPTION 1. Denote by D, the set of all sample points E, for which the
maximum likelihood estimate 6,= (6%, - - -, 6%) exists and the second order par-
tial derivatives 9% (xq, 0)/30°007 (=1, - - - ,n;3,j=1, - - -, k) are continuous
Sfunctions of 0. It is assumed that

lim P(D.|6) =1 ’ uniformly in 0.
fiw= ©
If for a sample point E, there exist several maximum likelihood estimates,

we can select one of them by some given rule. Hence we shall consider 6, as
a single-valued function of E, defined for all points of D,.

AssuMpTION II. For any positive e

lim P[| 6, — 6] < ¢|6] =1

uniformly in 0, where 6, denotes the vector with the components 6y, - - -, 6F
and 6 is the maximum likelihood estimate of 6°.

Assumption II is somewhat more than consistency of the maximum likeli-
hood estimate 6,. In fact consistency means only that for any positive ¢

lim P[| 6, — 6| < ¢|6] =1,

n=o

without requiring that the convergence be uniform in 6. If 6, satisfies Assump-
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tion II we shall say that 6, is a uniformly consistent estimate of 6. A rigorous
proof of the consistency of 6, (under certain restrictions on f(x, )) was given
by J. L. Doob(®). The uniform consistency of 6, together with the uniform
consistency of the likelihood ratio test will be proved on the basis of some
weak assumptions on f(x, 0) in a forthcoming paper.

AssuMpTIiON 1II. The following three conditions are fulfilled:

(a) For any sequences {014}, {62.}, and { 8.} for which 1imMpme 010 =liMame O2n
=0 and lim 8,=0 we have

lim E 62, 8,) = lim E. Oy ) = Fy 2085 0)
’.1:3 ﬂln'l’tz(xp 2ny n) = ”-IE 01,,¢t3(xy 2ny On) = 8 60'80‘
uniformly in 0.

(b) There exists a positive € such that the expectations Eo,[Y:i(x, 82, 8)]? and
Eg,[¢:i(x, 02, 8) ]2 are bounded functions of 61, 02 and 8 in the domain D, defined
by the inequalities |0, —0;| S eand | 8| Se.

(c) The greatest lower bound with respect to 0 of the absolute value of the de-
terminant of the matrix ” — Eg(02 log f(x, ) /60‘60"” is positive.

AssuMpTION IV. [f29f(x, 6)/00 dx = [t 20%(x, 0)/06°0¢’ dx=0.

Assumption IV simply means that we may differentiate with respect to 8
under the integral sign. In fact

+oo
flx,8)dx =1
identically in 6. Hehce -
9 +o 2 +o0
prrll BAC L el SRS f)dx = 0.

Differentiating under the integral sign, we obtain the relations in Assump-
tion IV,

AssUMPTION V. There exists a positive 0 such that

2+9

3
Ey|—1 .0
0| 557 108 /(% )

are bounded functions of 6.

3. The joint limit distribution of §,. Denote n'/2(¢}—6%) by 24(6%) and let
2,(0) be the vector with the components z3(8"), - - -, z5(6%). For any constant
vector ¢ denote the probability P[z.(6) <t| 8] by <I>n(t| 6). We shall prove the
following proposition.

(®) J. L. Doob, Probability and statsstics, Trans. Amer. Math. Soc. vol. 36 (1934) pp. 759-
7175.
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ProvrosiTION 1. The distribution function <I>“(t| ) converges with n— o, uni-
formly in t and 0, towards the cumulative multivariate normal distribution with
zero means and covariance matrix

llosi @ = [lecs@)]|
where
c,~,~(0) = — FEy0? lOg f(x, 0)/30‘39".
Proof. Because of Assumption IV, we have

E, d log f(x, 6) _ f+°° df(x, 6) i

1
W a6t — a6+

From

32 log f(x, 6) 1 (=, 0) B il: af af]

30907 f(x, 8) 06%967 f? Laet o967
we obtain because of Assumption IV
d log f 0 log /]} 9% log f(x, 6) .
2 E = — Fy—————— = ¢;;(0).
@ "{[ a0° o6 T i)

From (2) it follows that the matrix |[c:j(8)|| is positive definite or semidefinite.
Because of condition (c) of Assumption III the matrix ”c;,-(@)” must be posi-
tive definite. For any point E, of the set D, defined in Assumption I consider
the Taylor expansion

d log f(xe, 61) _ d log f(xa, 6)
z‘,: 6% B Z.: a6+

i i 0?1 a0
+Tol-0)[ = ——9;%(:—2]

3

where § lies on the segment connecting the points 6 and 6;. Denote
n-12)_ .0 log f(xa, 0)/38% by ¥5(8) and let y.(6) be the vector with the compo-
nents yi(0), « - -, ¥5(6). Substituting 6, for 6, in (3), the left-hand side of
(3) becomes equal to zero and we obtain

i v2, i g 1 82 log f(xa, 6)
@ 50 + X {ln én—ﬂ)];[;w—]}=0

or

‘ 1
(5) 3@ + 2 5 0) ;[ 2

a2 Iog f(xay 0-)] =0
- 09701 o
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Let » be an arbitrary positive number and let Q,(0) be the subset of D, for
which the inequality
1 92 log f(xa, 0)
6 — 2, ——————+¢;(0) | <
(©) ST @ | <
holds. We will prove that

(7 ’}1:2 P[0.(6)]6] =1

uniformly in 6.
Let 7o be a positive number such that

a2 log f(x, 6) v
Egpii(x, 0, —E——————l<—
o4 5 7o) Y pion <72 ’
) .
Eobis(x, 0, 70) Eazlogf(x,o)l<v
ij(%, 0, 70) — Bg ————— | < —
P BT T T Sgiap 2

for all values of 6. Because of condition (a) of Assumption III, such a 7o cer-
tainly exists. Denote by R,(0) the subset of D, consisting of all points E, for
which the inequality

9 |6 — 6] <70
holds. Because of Assumption II

(10) lim P[R.(6)| 6] = 1

uniformly in 8. Since 8 lies in the interval [4,, 8] we have for all points of R,(6)
(11) |8i— 6| =70 (G=1,--+, k).

Hence at any point of R,(0) the inequality

> 92 log f(x4, 8)

12 i\ Xay 0, § B cnns
( ) ;‘I’:( 7'0) ~ 307007

.S_ Z ¢ii(xav 01 70)

holds. Let the region S,(6) be defined by the inequality

1 v
(13) _': Z ¢ii(xm 0, 7'0) - E0¢ii(x’ 0, 7'0) < 7
and T,(6) be defined by the inequality

1 v
(14) > 2 Yii(%a, 0, 7o) — Eaii(s, 0, 7o) | < 5

It follows from (b) of Assumption III and Tshebysheff’s inequality that
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(15) lim P[S.(6) | 6] = lim P[T.(6)|6] = 1

n=oo n=o0

uniformly in 6. Denote by U,(8) the common part of the regions R.(0), S.(6)
and T,(0). In U,(6) we have because of (8), (13) and (14)

a2 log f(x, 6) l

— | <
300967

a2 log f(=, 6)
90%307

1
- Z ¢ij(xa' 01 7'0) - EO

(16)

1
I W 2 ¥ii(%a 0, 7o) — Eo

From this we obtain (6) because of (12). That is to say, the inequality (6)
is valid everywhere in U,(8). Since limum, P[UA(8)|8]=1 uniformly in 6 and
U.(6) is a subset of D,, our statement about Q.(f) is proved.

Since the determinant |c,-,-(0)| has a positive lower bound, we obtain
easily from (5) and (6)

17 2a(6) = X 32(60) [041(6) + veisu(En, 6, 9],

1

where €;;.(E,, 0, v) is a bounded function of E,, 6, and », provided that, for
each 6, E, is restricted to points of Q.(6) and Iul is less than a certain posi-
tive number w,.

Let 2,(8) be defined as follows: 2,(0) =2,(0) at any point of Q.(8), and

2.6) = . 32(0)0:5(0)

at any point outside Q.(8). It follows from (7) that
(18) lim {P[z.(6) < ]| 6] — P[z.(6) < ¢|0]} =0

n=o
uniformly in ¢ and 6.

Denote Y ;y4(8)a:5(0) by #.(6) and let .(8) be the vector with the com-
ponents zx(6), - - -, #:(0). From (1), (2), Assumption V and the general
limit theorems it follows that P[y.() <t| 0] converges with n—s o, uniformly
in ¢ and 6, towards the k-variate cumulative normal distribution with zero
means and covariance matrix ||c:j(0)||. From this we easily obtain that
P[z.(6) <tl 6] converges with #— o, uniformly in ¢ and 6, towards the cumu-
lative joint normal distribution with zero means and covariance matrix

|lo:i(6)||- Since » can be chosen arbitrarily small, we obviously have because
of (17)

(19) lim {P[2.(6) < ]| 6] — P[z.(6) < ¢]| 6]} =0

n=w

uniformly in ¢ and 6. Proposition I follows from (18) and (19).
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4. Reduction of the general problem to the case of a multivariate normal
distribution. In this section we shall prove two lemmas which will enable us
to reduce the general problem of large sample inference to the case where the
variates under consideration have a joint normal distribution.

LEMMA 1. For each positive integer n there exists a set-function W.X(W.,)
defined over all Borel measurable subsets W, of the rn-dimensional sample space
. such that the following two conditions are fulfilled:

(a) For each Wn, WX(W.) is a Borel measurable subset of the rn-dimen-
sional sample space with the following property: For each point of W.X(W.) the
maximum likelthood estimate exists and if a sample point E., lies in WX W)
then also all those points E, lie in WX(W.,) for which 0,(E,!) =6.(E.,).

(b) LiMamy {P[WX(W.)|0]1—P[W.|0]} =0 uniformly in 6 and W..

Proof. Let A be a real variable which takes only non-negative values and
consider the region W,(0, A) defined as the common part of the region W,
and the region In”z(é,,—())l =A\. Similarly let W*(W,, 6, \) be the intersec-
tion of W*(W.) and the region | n¥/2(8,—6)| <\.

For any function ®(v) we will denote by g.l.b., ®(v) and l.u.b., ®(v) the
greatest lower bound and the least upper bound of ®(v) respectively.

Since, on account of Proposition I, for any sequence {)\,.} for which
liMpee A=

lim {g.lb. [P[| #1226, — 6)| < N\.|0]]} =1,
n=o ¢

Lemma I is proved if we show that there exists a sequence {\.} not depending
on 6 and W, such that limge, An= ® and

(20) lim { P[0, M) | 0] = P[Wa(Wa, 6,00) [ 6]} = 0

uniformly in W, and 6.
Let g be a real variable restricted to values greater than 1. For any set

of & integers (71, - - -, 7x) and for any value ¢ denote by I,(ri, - - -, 7 q)
the region defined by the inequalities:
rn—1/2 "+ 1/2 e — 1/2 re+1/2
(21) ¥<0i<¥:-'-,——k / <9:<—k+/ .
qn1/2 qn1/2 qnllz qn1/2

Furthermore denote by 0a(r1, « - -, 71, ¢) the parameter point with the co-
ordinates r1/gn'/? - - -, r/qgn''%. We order the system of all sets of £ in-
tegers (r, - - -, 7x) in a sequence and we shall denote by I,,(q) the interval
I.(ry, + -+, s, q) where (r1, - - -, 12) is the sth element in the ordered se-
quence (s=1, 2, - - -, ad inf.). Similarly 6,,(¢g) denotes the parameter point
0a(ry, - - -, 7x, @) Where (71, - - -, 7;) is the sth element in the ordered sequence.
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Let J..(Wa., ¢) be the common part of the three regions I,,(¢), W, and
Q.[0-5(g) ] where for any 6, Q.(f) is defined by the inequalities

1 1 1
l —2 ¢si(xa, 0, —1'/—3) + ¢ii(6) | =Lt v(n) + 5(n),

n n n

22) 1 1 1
| S b0 22) o+ 6@ | 5 1 o)+ 50

n 2 n n

The expression (%) is equal to L.u.b.s [Eepij(x, 8, 2/n13) — Eab:i(x, 0, 2/n1/3)]
and the expression #(n) is defined as follows: Denote by c:;(8, #) the least
upper bound of |ci(8) —ci;(8) | with respect to § where 8 can take only values
in the interval [0 —1/n3, 64+1/213]. Then %(n) is defined as the least upper
bound of ¢;;(f, n) with respect to 6, 7 and j. Because of condition (a) of As-
sumption III, we obtain

(23) lim »(n) = lim 5(n) = 0.

Let J5(W., q) be a subset of I,,(g) such that the following two conditions
are fulfilled:

(24a) If E, is an element of J5%(W,, ¢) then also all those points E,/ for
which 6,(E,!) =6,(E,) are elements of Ja(Wa, ¢), that is J5(Wa,, ¢) can be
represented as a subset of the space of the maximum likelihood estimates.
Furthermore J,X(W,, ¢) is an interval in this space.

(24b) Lifpe {L0b.o.iva| P[Jue(Way )| 0ns(@) 1= BTV, 9)]0n(@)]]}
=0 where P( V,,[ ) denotes the probability of V, calculated on the basis that
the joint distribution of n!2(6,—6"), - - -, nV/2(65—6%) is normal with zero
means and covariance matrix [|o:;(8)]| =||¢:;(0)||

The existence of such a set Jpi(Wa, ¢) can be proved as follows: Obvi-
ously there exists a subset Ja(W,, q) of I,,(¢) such that (24a) is fulfilled and

BT Wy @) | 6ns(g)] = min { P[Jne(W, @) | 00e(D) ], BlLne(0) | 0ne(@) ]}

Since Jn(Wa, g) is a subset of I.(g) and since limu—w {P[I..(g)|0n(q)]
—B[7..(g)|0ns(¢) ]} =0 uniformly in s, the above defined subset J(Wa, ¢)
satisfies also the condition (24b). We define

(25) WaWa, @) = 3 Jne(Wa, 9).
8=1

Furthermore we define the regions J.(W,, 8, N\, ¢ and JX(W,, 6, )\, ¢q) as
follows:

(26) JaWay 0,7, @) = 2 Jns(Wa, q),

(27) J:(Wm 0, )‘t q) = Z]:J(Wm q)
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where the summation is to be taken over all values of s for which |8 —8,.(g) |
SN/nli2,

Let J5(Wa., g) be the intersection of JA(Wa., ¢) and Q.[0..(¢g)], and let
T¥(Wa 0, \, @) =2 .T%(W,, q) where the summation is to be taken over all
values of s for which |8 —0,.(g)| \/n'2. Furthermore let W,*(W., 6, \, ¢) be
the intersection of W,*(W,, g) with the region | #1/2(6,—8)| \.

If for a value of s we have #1/2|0—0,,(g)| <\ then for all points of I,,(q)
we have 7n!/2|0—0,| SN+1/g. If there exists a point in I,(g) for which
nY2|9—6,] S\—1/g then nY2|—0,,(q)| <\. Hence W.*(W,, 8, \—1/q, q) is
a subset of J,¥(W.,, 0, A, ¢), and the latter is a subset of W,*(W.,, 0, \+1/q, ).
Thus

| P[W(W., 0,\, )| 0] — P[T3(W., 6,%, )] 6]
(28) < P[Wi(Wa, 0, M + 1/q, 9) | 8] — P[WE(W., 0,x — 1/q, 9) | 6]
< P[A—1/q < n'2] 6, — 0| <N+ 1/¢|6].

According to condition (b) of Assumption III Eg[¢pii(x, 6, 8)]* and
Ey[Y:ii(x, 6, 8)]* are bounded functions of 6. Hence also Ep;;(x, 8, 8) and
Eg:i(x, 6, 8) are bounded functions of 6. Substituting § =0 we find that ¢;;(6)
is a bounded function of §. From the boundedness of ¢;j(#) and from the
fact that the determinant |c,~,-(o)l has a positive lower bound (condition (c)
of Assumption III) it follows because of Proposition I that

(29) lim {Lub. P[]\ — 1/g < #12| 6, — 6| =X+ 1/g| 6]} =0

g=w ]

uniformly in A. From (28) and (29) we obtain

(30) lim sup{l.up.vb. | P[Wa(Wa, 6,7, @)| 0] — PTXW., 0,7, )| 0]} = en, )

n=ow s Wn

where lim ., &1(\, ¢) =0 uniformly in X.

Denote by R,(8, \, ¢) the common part of the regions Q,[0..(¢)] formed
for all values s for which | 0—0,,.(q)| =\/n'2. Then for almost all # the region
R.(8, \, @) contains the region T,(8) as a subset, where T,(0) is defined by the
inequalities

1 2 1
- ¢ii(xm 0, m) + ¢::(0) l < = + »(n),
n 5 n n
(31)
1 2 1
!— > tﬁsj(xa, 6, —1_/_5> + ¢i;(0) ’ < — + v(w).
n n

In fact, from (31) it follows that
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1 2 1
cii(6) — — — v(n) £ — Z bij (xm , 1/3> = ¢i;(0) + ;;/—3 + »(n),

(32) 1 2 1
¢ii(6) — v v(n) = ’; Z..: '/’si(xa, 0, ;,—3) S ai0) + — + v(n).
Since
—-Z'I/.,(xa, 2 ) ——qu., Tay ...(q),——)
s — Z Gii| Xar 0 )
and

(
(=0

= g0 000 =)
QLD

for almost all # and for all s for which n”’l 0—0,..(q)| =<\, we obtain from (32)

1 1 1
6i®) = = = 7) 5 — 3 (e Oulds =) S @ + 4 o),
(33) y

1
C"(O) s V(n) = — E ‘l’u(xaa ru(Q)v ) = 5:1(0) + —+ V(n),

nl/3

for almost all # and for all s for which #'/2|@—0,,(g)| <\. Since |ci;[0ns(g)]
—-c.,(0)| <7%(n) for almost all # and for all s for which n”’|0 0,,.(q)| =\, we
obtain from (33)

nt/3

1
cilbun(@)] = — — o) — P(n) < — Z ¢(x 0uia) - )

< ciifbna(g) ] + '1—/3 + »(n) + 5(n),
(34) .
G.,[om(q)] = T . l’(ﬂ) - ﬁ(”) s — Z ‘pn(xay ns(q)y )

ni/3

= 6il0as(@ ] + — + v(n) + 3(n)

1/3

for almost all # &nd for all s for which n”’l 0—0,..(g)l =X\. The inequalities
(34) are equivalent to the inequalities (22) if in (22) 0.,(q) is substituted for 6.
Hence our statement about the region R.(6, N, ¢) is proved.
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Consider the region U,(0) defined by the inequalities

|7 Z om0 ) = (50 35) | <
(35)

_n—;'p” x“’o’m —EO'P"J’ xrop;”_s <;1—/‘3‘
Since

2
v(n) = I Eo(ﬁe,’(x, 9, —) + ¢i;(6) I
nl/3

and

v(n) =

’

2
¢ii(0) + Eopi; (x, 6, ;;;)

the validity of (35) implies the validity of (31). Hence U,(6) is a subset of
T.(6). From condition (b) of Assumption III and Tshebysheff's inequality it
follows that lim—., P[U.(6)| 8] =1 uniformly in 8. Hence lim~., P[T.(6) |6]=1
uniformly in 0. Thus, as can easily be seen,

(36) lim P[R.(6, \ay 9) | 6] = 1

for any bounded sequence {\.} uniformly in 6 and g.

Let Jn.(Wa, ¢) be the intersection of the regions W, and I,.(g). Further-
more let J.(Wa, 6, \, ¢) be equal to Y_,Jn.(W., g) where the summation is
to be taken over all values of s for which #!/2| §— On.(q)l =\. Then the common
part of )2, T,.(g) and Wa.(6, A\—1/g) is a subset of J.(Wa, 0, \, ¢), and the
last is a subset of the common part of > o I,(g) and W, (0 A+1/q). Hence,
since P[Z,-J,,,(q)lo =1, we have

| P[Wa(6, )| 6] — P[/u(Wa, 0,7, )| 6]
(37) < P[W.(0,\ + 1/9)| 6] — P[W.(6,\ — 1/¢) | 6]
SPD—1/g=n'2|6,— 06| =)+ 1/q|0].

From (37) and (29) it follows that for any sequence {g,} for which lim g, = =,
we have

(38) lim | P[W.(6,N\)| 6] — P[Ja(W., 0,7, ¢.)] 0] =0

n=o

uniformly in 8, W, and A.

Since the common part of the regions J,(W,, 6, \, ¢) and R.(8, X, ¢) is
contained as a subset in J,(W,, 0, A, ¢) and since the last is a subset of
Ja(Wa, 6, ), g), we obtain from (38) and (36) that for any bounded sequence
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{\.} and for any sequence {g.} for which lim,—.. g»=  we have

(39) lim {P[Wa(6, \a) | 6] = P[Ja(W, 0, M, ga) [ 6]} = 0

uniformly in 6 and W,.

Since the common part of the regions J.*(W,, 6, \, ¢) and R.(6, \, ¢) is a
subset of 7,.*(W.,, 6, \, ¢) and the last is a subset of J.*(W,, 0, \, ¢) we obtain
from (36) that for any bounded sequence {\.} and for any sequence {g.}
for which lim,—, ¢»= «, we have

(40)  lim {P[Ta(Wa, 0, M, g2) | 0] — PT2(Wa, 6, N, ga) | 0]} = 0
uniformly in 6 and W,.

Now we shall evaluate the limit values of P[J.(W., 6, A, g)|0] and
P[TX(Wn, 6, X, q)lﬂ]. Denote by 4,.(\, ¢) the domain in the space of the
variables 8, W,, 6’ and E, defined as follows: § and W, can take arbitrary
values, 0’ is restricted to values for which lG’—Ol <\/nY2; and for any 6 and
W., E. is restricted to points which lie in-the sum of the sets J.(W,, 6, \, q)
and J.*(W,, 6, \, g). Denote furthermore by p.(8’, 6, 6,) the function

’ 1 " 1 1z j
(41) pal8',8,8) = — = 2 2 n(6" = 06" — b)cus(6).
i .
Consider the Taylor expansion

>~ log f(%a, 6)

a

i [ ¥ 7. 21 ay
= 3 log Sl b + L X T (0 — )0 — oy Ly Lloe S5 D)
« 2555 n o 80007

(42)

where § lies in the interval [6”, 4,].

Since in the domain 4,.(\, ¢) any point E, lies in the sum of the sets
Ja(Wa, 0,\, @) and TX(W., 8, N, ), it follows from the definitions of these sets
that E, lies in the set D_,0n.[0n.(¢)] where the summation is to be taken over
all values of s for which n1/2| 0—0,..(q)] =N\ (the set Q.(0) is defined in (22)).
Hence for any E, in the domain 4,(\, ¢) we have

1 1 1
I— > bii (xay 0ns(q), _1—/—3) + cii[0ns(g) ] = + v(n) + 3(n),
43) n % n n

1 1 1
‘ 7 za: ¢ii(xay 0nt(q)n ;]_/_3) + Cii[ena(q)] I é n_l/—z + V(n) + 7(”)

for that value of s for which E, lies in I,,(g). In all that follows, with any
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point of the domain 4,.(\, g) we shall associate the integer s for which E, lies

in I,.(g). Since n”2|0—0,,.(q)| <X\ in the domain 4.\, ¢), we have in the
domain 4.\, ¢)

1 1 1
- E Vii [xm OM(Q)’ —T] _ Z Vii (xm ’ )
n < nll3 2113
1
— Z bii [xa, Bns(q), "1—'/3],
1 1
JE— Z ¢‘] [xa, M(Q), 1/3] § L ¢51 (xa: )

" op1is

(44)

1
< — E bij [xa» om(Q)y _1_1—3]
n n

for almost all values of #. From the definition of #(n#) and from the validity
of the inequality #%/2|8—0,.(¢)| S\ in 4.(\, g) we find that in the domain
4.\, @)

(45) | ciilbus(@] = ci(®) | < 5(m)
for almost all values of #. From (43), (44) and (45) it follows that in the
domain 4,(\, ¢)
1 1
l_ Z bij (xm 2 1/8) + c.,(ﬂ) l = — + 1'(”) + 2"(”)1
(46)
1
l’_' L Vii (xar o ]/3> + ¢:i(6) I . + v(n) + 29(n)
for almost all values of #.
Since 71/2|0—0,(g)| =\ in 4.(\, g), we have
47) 29— 6. SN+ 1/qg in 4.0, )
and therefore

(48) w2 — 6| S N4+ 1/g in A\, ).

Since 8 lies in the interval [0/, 6,], from (48) we obtain
(49) - 2|8 — 6, S 2+ 1/¢ in 4.0\ Q).
From (47) and (49) it follows that in 4.(\, ¢)

(50) ; ¢ii<xm 9, —l') =X M Z ¢.,(x.,, ) 1I/a)

2n13 « 00967
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for almost all #. Because of (23), (46) and (50) we obtain from (41) and (42)

b-o,

(51) lim {l.u.b. > 10g f(%a, 0') — 2 log f(%ay 6n) — pal®’, 6, 6,)

n=o (4,(\0)

and

lim {l.u.b. [Z log f(%a, 0) — 2 log f(%a o’)]
na=c0 AnM Q) a a
(52)
- [Pn(oy 0, 01») - Pn(olr 0, 0,.)]

}=o.

Denote P[Jm(Wm Q)IGM(Q)] by P..(Wa, g¢) and P[j:;(Wm 9)101"(51)] by
Pr(W.,, q). Substituting 0,,(¢q) for 8’ we easily obtain from (52)

lim {l.u.b.
n=ow 0,Wy,

- E PM(WM Q) €xp (Pn [01 0, 0:0(4)] - Pn [0m(9), 0, 0::(9) ])

PJ.(W., 0,1 q)|06]
(53)

}-o

where the summation with respect to s is to be taken over all values for which
n"’l 0—0M(q)| =<\ and 6}(q) is a parameter point for which

(54) n12] 0,,(g) — 0m() | < 1/4.

Since ¢;;(0) is a uniformly continuous and bounded function of 8, it follows
from (41) and (54) that

| 6(68, 8, 624(2)) — p[6, 6, 8:s(@) ]| = 1[0, 6229, 6nel) )/
55
(55) | £[6ne(), 6, 62e(9)] — p[0ns(9), 8, 8ns(@) ]| = 2[6, 6e(9), 6:4() 1/,
where ¢1[0, 6%(q), 0.:(¢)] and ¢,[8, 6%(q), 0..(¢)] are bounded functions of
6, 6%,(q) and 0,,(q) in the domain n”’I 0—-0,..(q)| =\. From (53) and (55) it fol-
lows that

lim sup {l.u.b. P[Jn(Wm 0, )" Q) | 0]

n= 6, Wy
(56)

- Z Pna(Wm Q) exp (Pn [0v 6, GM(Q)] = Pn [om(Q)p 0, am(Q)]) l} = 5()‘1 9)
where |
(57) - lim ¢(\, g) = O

g=w
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uniformly in N over any finite positive interval. Similarly we obtain

lim sup {l.u.b. P[Ta(W., 6,), q) | 0]

(58) n=w 0. Wn
- E ?:O(Wm 9) €xp (Pn [0, 6, 07“(9)] = Pa [0nt(q)v 0, GM(Q) ]) l} = ’7()" Q)
where
(59) lim g(\, ¢) = 0
g=0

uniformly in X over any finite positive interval. In the formulas (56) and (58)
the summation with respect to s is to be taken for all values for which
|0—0,,.(q)| <\/nV2, The expression p,[0..(g), 0, 0..(g) ] is obviously equal to
zero, hence (56) and (58) can be simplified by substituting zero for this ex-.
pression. Denote P[J (W, ¢)|0.:(¢)] by P%(W., ¢). Because of Proposition I
we have

lim {B3(Wa, )| 60s()] = Pra(Wa, )} = 0

uniformly in s and W,. Hence we obtain from condition (b) of (24)

(60) lim {Pp(Wa, @) — Pr(Wa, @)} = 0

n= o .
uniformly in s and W,. Since JX(Wa, ¢) is the intersection of Qa[0.s(g)] with
T (Wa, g) and since

lim P[Qa[6n(q)]] 6ns(g)] = 1

uniformly in s, we have

(61) lim {Pr(Wn, q) — Pu(Wa, @)} =0

n=cw
uniformly in s and W.,. Since for any given \ and'g the number of different
values of s satisfying the inequality n*/?| 0—0,..(q)| =\ is a bounded function
of 6, from (56), (58), (60) and (61) we obtain

lim sup {l.u‘.vb. | P[Ja(Wa, 6,7, @) | 6] — P[Ta(Wa 6,7, ¢)| 6]}
n= 0,Wn
(62)
=t g S er g) +a(N 9.

Hence

(63) lim {(A, q) =0

=
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uniformly in N over any finite positive interval.

For any positive A’ the sets Ju(Wa., 0, AN, @) —=J.(W., 0, N\, ¢,
7n*(Wm 01 k'I')\,y Q)—-_In*(Wny 0’ )‘y Q)y Jn*(Wm 0; )\+)\’, Q)—J*(Wm 01 xy Q)’
WX W, 0, N\+N, @) —WX(W,, 0, \, ¢) and W,(0, N\+N')—W.(8, N\) are sub-
sets of the set defined by the inequality

N—1/g<n'2|6— 6, SN+ N+ 1/q.
Since for any sequence {)\,,} for which lima— As= ® we have

lim P\, — 1/¢ S n2| 0 — 6, | S M+ N +1/¢| 6] =0

n=w

uniformly in 6, ¢ and N’, (39) and (40) hold for any arbitrary sequence®{\,}
and (63) holds uniformly in A where N can take any positive value. Thus
from (30), (39), (40), (62) and (63) we obtain :

(64) lim sup {l.u';yb. | P[W.6,N)] 0] — P[Wa(Wa, 0,7, 0) | 01| } = &0, ),

n=w 6,
where
(65) lim es(\, ¢) = 0
g=o0
uniformly in \. Let {q;} (=1, 2, - - -, ad inf.) be a sequence of positive

integers such that lim;., ¢i= + . Furthermore let {m} be a sequence of
positive numbers such that lim;.., 1:=0. e define W.X(W.) as follows:
(66) Wa(W,) = Wa(Wn, giss) for ni<n<mus (=01, --,adinf.).

The sequence {n.} (=0, 1, 2, - - -, ad inf.) of integers is chosen as follows:
Denote by F.(\, ¢) the expression

Lub. | P[W.(0,3)] 0] - P[Wi(W., 0, q)]6]].
o! n

The integer 7, is put equal to 0 and #; is chosen such that
ng > Ny,
Fa(Niy gir1) < es(Niy gigr) + 16

for all #>n;, and where {\;} denotes a sequence of numbers such that
limieg Ai=+ .

LetAN! =X\;, 7 =ni,and ¢f =¢ipnforn; <n=<n,; 4=0,1,2, - - - ,ad inf.).
Then from (64), (65) and (67) we obtain

(67)

(69) lim {Lub. | P[Wa(0,\) | 6] = PIWa(Wa, 0,0, g)| 0]} = 0.
o' n

=
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Denote by W.*(W,, 6, \) the intersection of W.*(W,) and the set defined by
the inequality n”2|0—0,,| =\. Since W¥(W., 0, \, ¢) is the intersection of
W.¥(Wa, @) and the region n‘”l 0—0,,[ =<\, it follows from (66) that

(69) Wa(Wa, 0, N, ¢0) = Wa(Wa, 0, ).

Equation (20) follows from (68) and (69). Hence Lemma 1 is proved.

We shall say that a region V,* lies in the space of the maximum likelihood
estimates if it has the following property: If E, is an element of V,.* then
also all those points E. for which 6,(E.)=60.(E,) are elements of V,*. In
all the following considerations the symbol * as a superscript in the notation
of a region will indicate that the region lies in the space of the maximum
likelihood estimates, except if a statement to the contrary is explicitly made.
For any region V.* we shall denote by P( V,.*IH) the probability that the
sample point will fall in V.* calculated under the assumption that
nl2(6L—0Y), - - -, nV2(6i—6% have a joint normal distribution with zero
means and covariance matrix ||o:;(8)|| =||c:;(8)|| %

LEMMA 2. There exists a function W.¥(R.*) defined over all Borel measur-
able subsets R,¥ such that

lim {P[R;] 6] = B[Wa(RD| 0]} = 0

uniformly in 6 and R,Y.

Proof. Since we assumed that the set JX(W,, q) defined in (24) is an in-
terval in the space of the maximum likelihood estimates, it follows from
Proposition I that

(70) lim {PTn(Wa, )| 0] — BTm(Wa, 9] 6]} = 0

uniformly in 0, W,, and s. Let W.*(W,, ¢) be the set defined in (25) and let
W.*(W., 6, \, g) be the intersection of W.*(W.,, g) and the region 7'/2|§ — 6,|
=<\. For given values of A and ¢ the number of different values of s, for which
JX(Wa, ) has at least a point common with the region #Y2|8—6,| <\, is
a bounded function of 6. Hence it follows from (70) that

(71) lim {P[Wn(W., 0,% ¢)|6] — B[Wa(W., 0,7, 9)| 6]} =0

n=

uniformly in 8 and W,. From (64), (65) and (71) we obtain

(72) limsup {Lub. | P[W.(6, )] 6] - BIWW . 0,7, 9) | 6]]} = e(r, )

n=w

where
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(73) lim ¢(\, g) = 0

=

uniformly in N\. The set W,(0, \) denotes the intersection of W, and the re-
gion nV2[9—4,| <\

Let {g:;} (6=1, 2, - -, ad inf.) be a sequence of positive integers such
that lim;=, gi= ©. Furthermore let {7:} be a sequence of positive numbers
such that lim;_, 7;=0. We define W *(W,) as follows

(74) Wa(Wo) = Wa(Wa, giss) for mi <n < miyy (G=0,1,2,-,ad inf.).

The sequence {n,} (=0, 1, 2, - - -, ad inf.) of integers is chosen as follows:
Denote by F,(), g) the expression

Lu.b. | P[W.0,N) | 6] — B[Wa(W., 0, q)]0]].
o' n

The integer 7, is put equal to zero and #; is chosen so that
n; > niy,
Fa(Niy giv1) < €N, givn) + 14

for all n>n;, and {)\;} denotes a sequence of numbers such that lim A\;= .
Let\) =X\;, 77 =niand ¢ =i forn; <n<nia (¢=0,1, - - -, ad inf.). From
(72), (73) and (75) we obtain

(76)  lim {1.uﬁ7b. | P[W.(0, M) | 6] — BWa(Wa, 0,\, ¢0)] 6]} = o.

n=co @,

(75).

Denote by W.*(W., 6, N) the intersection of W, *(W,) and the region
n1/2|0—0,,| =X\. Because of (74) we obviously have

Wa(Wa, 0,N) = Wa(Wa, 6, M, ).

Hence from (76) we obtain

(77 lim {].u}.vb. | P[W.a9, M) | 6] — BWa(Wa, 0,M)| 6]} = o.

Since liMpee, A = ©, it follows from (77) that

(78) lim {Lu.b. | P[w.| 6] — B[wa(w.)|6]|} = o.

The region W, may be any Borel measurable subset of the rz-dimensional
sample space. In particular, W, may be any Borel measurable subset R.* in
the space of the maximum likelihood estimates. Hence Lemma 2 follows from
(78).

On the basis of Lemmas 1 and 2 we can restrict ourselves in case of large
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samples to subsets of the space of the maximum likelihood estimates and we
can substitute B[V.*|6] for P[V.*|8]. Hence, if the sample is sufficiently
large, the problem of statistical inference concerning the unknown parameter
0 can be reduced to the case where the variates involved have a joint normal
distribution.

5. Tests of simple hypotheses which have uniformly best average power
over a family of surfaces. For any value ¢ let K. denote a surface in the
parameter space. For instance K, may be defined by the equation ¢(6) =c¢
where ¢(0) denotes some analytic function of 6. Consider furthermore a non-
negative function w(6) of 0, called a weight function. For any function ¢/(f)
of 6 the symbol [g¥()d4 will denote the surface integral of the function
¥(0) over the surface K..

DerFINITION 1. 4 critical region W, is said to have uniformly best aver-
age power with respect to the surfaces K. and the weight function w(0) if
for any region Z, of size equal to that of W. we have [ KcP(W,‘IG)'w(G)dA
=[x P(Z.|0)w(B)dA for all values ¢ for which K, is defined.

Let y', - - -, y* be k variates which have a joint normal distribution. The
mean values 6!, - - -, 0% of the variates y?!, - - -, ¥* are unknown, but the
covariance matrix [|oj|| (4, =1, - - -, k) is known and is nonsingular. Sup-
pose that we wish to test the simple hypothesis that 6 =6,. Consider the
family of ellipsoids given by

(79) = Tale - el - 6l = ¢,

where “?\.‘,‘” =||a.~:”“. For any ¢ denote by S. the ellipsoid given by (79). Con-
sider a nonsingular linear transformation of the parameter space

(80) 6" — 6o = Bia(8 — 00) + - - - + Buu(6" — 60)

such that the family of ellipsoids S, is transformed into a family of concentric
spheres with the center at 6o. Denote by S; the image of S.. For any point
and for any positive p consider the set w(8, p) consisting of all points 6; which
lie on the same S, as § and for which |6,—6| <p. Let

. A [w,(oy P)]
(81) 80 = lim = o ]

where w’(f, p) is the image of w(f, p) and for any set w, 4(w) denotes the
area of w.

ProrosiTioN Il. If the variates y*, - - -, ¥* have a joint normal distribu-
tion with unknown mean values 6%, - - -, 0% and a known covariance matrix
loil|, then for testing the hypothesis 8 =0, on the basis of a single observation
on each of the variates y', - - -, y*, the critical region given by the inequality
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(82) XN -t — ) 2 d (Pl = llosal

]

has uniformly best average power with respect to the surfaces S. defined in (79)
and the weight function given in (81).

Proof. Consider the linear transformation

’”n i 1 1 k k
(83) y —0o=Bu(y —06)+ -+ Bu(y — 60),
where the matrix ”Bij” is the same as in (80). The variates y'¢ (¢=1, - - -, k)
are normally and independently distributed with mean values 63, - - -, 6§

(under the hypothesis 8 =0,) and have a common variance ¢2. We will as-
sume ¢2=1, since this can always be achieved by multiplying the matrix
] B.‘,‘“ by a proportionality factor. The critical region W given in (82) will be
transformed into the region W’ given by

(84) G =)+ (=60 2 d

Because of (81) we obviously have

(85) f P(Z|6)&(8)dA = f PZ'| 0)dA,

8, 8.
where Z denotes an arbitrary region in the space of ¥!, - - -, ¥* and Z’ is
the image of Z in the space of %, - - -, y’%. Hence in order to prove Proposi-

tion II we have merely to show that

(86) f P(W'|0)dA = f PZ'| 0)d4

A 8
for any region Z’ in the space of ', - - -, ¥'* which has a size equal to that
of W'.

By a lemma of Neyman and Pearson(*) we see easily that (86) is proved,
if we can show that there exists a function d(¢) of ¢ such that

(87) [ 20 1e9d4/p05 | 00 2 d) within W
and
(88) fs 55| 9)d4/p(y' | 8) < d(o) outside W’

for all positive values of ¢, where p(y’ I 6") denotes the joint density function
of 1, - - -, 9'* under the assumption that the true means are 6’%, - - -, 6%,

(*) J. Neyman and E. S. Pearson, Contributions to the theory of testing statistical hypotheses,
Statistical Research Memoirs vol. 1 (1936).
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If we denote y’¢—63 by v% and 6’ —6; by 6*¢, we have

1 i % 1) 2
p(y |0) = (2 exp (— 2—12 (v — 6*9)2)
and
?(y'l 60) = (27) k12 exp (— 2_12 (29?).
Hence
‘ 1 k/2
[ 10 = ()" [ e (= 22 E t-t9an
LA 2w 8;

1 k/2
- (5) e (-2 69
. j;, exp (D vig*i — 271 (6%9)?)dA

= 2y 00 exp (= 205 699 [ exp (X wo*9a,

since _(#*$)? is constant on the surface S!. Hence (87) and (88) can be writ-
ten

(89) I, ... ,2% =f exp p_ vi9*id4A = d*(c) within W,
8

(90) I(, .- ,9%) < d*(c) outside W’'.

Denote I(Z(v‘)z)l/2| by 7, and ](2(6*‘)2)1/2| by r*. On the surface S! we
have r*=c¢. Denote by a(f*) the angle (0 Sa <) between the vector v and
the vector 6*. Then we have

I(, - -, 0% = j‘;’ exp (cr, cos [a(6*)])dA.

Because of the symmetry of the sphere, the value of this integral will not be
changed if we substitute B(6*) for «(6*) where B(6*) denotes the angle
(0 =<B(6*) £7) between the vector 6* and an arbitrarily chosen fixed vector .
Hence I(v, - - -, v*) depends only on 7,, that is I(2, - - -, v*)=1I(r,). The
inequalities (89) and (90) are obviously proved if we can show that I(r,)
is a monotonically increasing function of 7,. We have

aI(r,)

91) i

= j; ¢ cos [8(6*%)] exp (e, cos [B(6*)])dA.

Denote by w; the subset of S/ in which 0 <B(*) <w/2, and by w, the subset
in which 7/2 <B(6*) =w. Because of the symmetry of the sphere we obvi-
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ously have

f ¢ cos [B(6*)] exp (cr, cos [B(6*)])dA

(92) = f ¢ cos [r — B(6*)] exp (cr, cos [x — B(6*)])d4
= — f ¢ cos [B(6%)] exp (— cr, cos [B(6%)])dA.
Hence .
dI(r,)
(93) = f cos [8(6%) [ {exp (cr., cos [B(6*)]) —exp (—cr, cos [B(6*)]) } d4

The right-hand side of (93) is positive. Hence Proposition II is proved.
Now let us turn back to the general problem of 7 variates «1, - - -, x*

whose joint probability density function f(x!, - - -, x7, 01, - - -, 6%) =f(x, 0)

involves £ unknown parameters, as considered in the previous sections.

DEFINITION II. 4 sequence {W.} (n=1, - - -, ad inf.) of critical regions
of size o for testing the simple hypothesis 0 =0, is said to have asymptotically
best average power with respect to the family of surfaces K, and the weight func-
tion w(0) if for any sequence {Zn} for which P(Z,.l 0o) = we have

li?_iup {lub [ f P(Z.|6) (0)) d4 — P(W,,la) ZE% dA:I} <0,
where

A(K.) = ch w(6)dA.

We shall prove the following theorem.

THEOREM 1. Let W,* be a critical region for testing 0 =0, defined by the in-
equality

nzzm—ﬁm—ﬁmmga,

where the real number d, is chosen so that P(W,.*| 0o) =a. Denote by S, the sur-
face in the parameter space defined by the equation

S0 — 00 — 09)cii(8) = .

Furthermore let £(0) be the weight function as defined in (81) where “c,,(@o)” is
substituted for ||Nij||. Then the test {W.*} has asymptotically best average power
with respect to the family of surfaces S, and the weight function £(60).
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Proof. Because of Lemma 1 we can restrict ourselves to subsets of the
space of the maximum likelihood estimates. Let us assume that Theorem I
is not true. Then it follows from Lemma 2 that a sequence of values {c.}
and a sequence of regions {Z,*} exist such that P(Z.*|6,) =a and

(98)  lim sup { fs BZr| )ta(6)dd — fs as(w,‘i‘lo);,.(o)dA} =35>0,

£a(0) = £(6) / j; %s(o)dA.

From (94) it follows that there exists a subsequence {#n’} of the sequence {#}
such that

where

o9 um{f B 0 - ) Wwwtlla)r,..w)dA} —5>0.

It is easy to verify that
lim P(W | 02) = 1
n=o
if 0.+ is a point of S.,» and if liMpe, #'car =+ . Under the latter condition
also
lim BWar | )t (6)dd = 1.
n=c en?
Thus (95) can hold only if the sequence {n’c, } is bounded. If {n'c,.r} is
bounded, we obviously have for any sequence of regions { 1A

im { [ k| oge@ia - [ P0%|ocu@ad) o,
n=o Sc,.' Sc,.l

where P( V,.*| 0) denotes the probability of V,* calculated under the assump-
tion that n'/2(6;—6'), - - - , nY/2(6%—6*) have a joint normal distribution with
zero means and covariance matrix equal to ||c:;(80)||~*. Hence from (95) we
obtain

=0

(96)  lim { f P2 | )¢ (0)dA — f P(Wn | o);,.,(o)dA} =5>0.
'Sc,.' Sc,r
Denote by W .* the region defined by the inequality

23 S (6n — 00) (B2 — 60)cii(Bo) 2 o,

where d, is chosen so that P(W.*|6,) =a. Furthermore denote by Z.* the
sum of Z,* and the region nl/zloo—é,.l =<\,, where N\, is chosen so that
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I—’(Z.*I 6o) =a. Since, as can easily be seen,

lim { fs P(War | 0)¢w(0)dd — L PWE | 0)tw(0)d A} — 0

n=o00

and

n=o

* *
lim { [ el ot@a - [ Pe a)w)dA} o,
Sepr . Scpr

we obtain from (96) a contradiction to Proposition I1I. Hence Theorem I is
proved.

6. Tests of simple hypotheses which have best constant power on a family
of surfaces.

DEeFINITION III. A critical region W, for testing 0 =0, is said to have uni-
formly best constant power on the family of surfaces {K.} if the following two
conditions are fulfilled :

(a) P(W.|6)=P( W,.| 62) for any pair of points 01, 02 which lie on the same

surface K,.

(b) P(W,.[G)gP(Z,./O) for any Z, which satisfies condition (a) and for

which P(Z,|00) =P(W.|00).

From Proposition II we obtain the following:

ProrositioN I11. Let 3, - - -, y* be k variates which have a joint normal
distribution with unknown mean values 0%, - - -, 6% and a known covariance
matrix ||oi|| =|[Niif| 1. Then for testing 0= 0o, the region defined in (82) has uni-
formly best constant power on the surfaces S. defined by the equation

(97) S0 =60 — oon; = c.

Since the critical region defined in (82) satisfies condition (a) of Defini-
tion III, Proposition III is an immediate consequence of Proposition II.

DEFINITION 1V. A sequence of critical regions {W,} for testing =0, is
said to be of size o and to have asymptotically best constant power on the surfaces
K. if the following three conditions are fulfilled:

(@) P(Wa|00)=a (n=1,2, - - -,adinf.).

3 (b) limpmw {lu.b.. [Lu.b.ocx, P(Wa|0) —g.lb.sck, P(W.|0)]} =0, where
the symbol 1.u.b.ecx, means that the least upper bound is to be taken with respect
to 0 restricting 0 to points of K..

(c) For any sequence {Z.} which satisfies (a) and (b) we have

lim {Lub. [PZ.]6) — P(W.|6)]} = o.
n=ow 6

It is easy to verify that the sequence { W.*} defined in Theorem I satis-
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fies the conditions (a) and (b) for K.=S., where S. denotes the surface de-
fined in Theorem I. Thus from Theorem I we obtain the following theorem.

THEOREM I1. Let {W.*} and S. be defined as in Theorem 1. For testing
0="00, the sequence {W.*} has asymptotically best constant power on the sur-

~ faces S..

7. Most stringent tests of simple hypotheses. Let 8 and 6, be two parame-
ter points and let & denote a positive number less than 1. We denote by
P,(0, 0o, o) the least upper bound of P(W,.l 0) with respect to W,, where W,
is restricted to regions for which P(W,,|Bo) =a. It is clear that if W, is a
critical region of size « for testing =40, its power function can nowhere ex-
ceed the value of P,(8, 8o, ), that is P( W,.l 0) £ P.(0, 8., o) for all values of 6.

DEFINITION V. 4 critical region W, is said to be a most stringent lest of the
hypothesis 0 =0, on the level of significance o if P( W,,I 0o) =a and if

Lub. [P.(, 66, @) — P(W,|6)] < Lu.b. [P.(0, 60, a) — P(Z,] )]
[} ]

for all regions Z,, for which P(Z,.I 0o) =a.
We shall prove the following proposition.

ProrosiTiON IV. Let 3, - - -, y* be k variates which have a joint normal
distribution with unknown mean values 01, - - -, 6% and a known covariance
matrix ||oi]| =||Nijl| 7% Then for testing 8=04 the region W defined in (82) is a
most stringent test.

Proof. We shall assume that Proposition IV does not hold and we shall
arrive at a contradiction. If Proposition IV is not true, then there exists a
region Z in the space of 3!, - - -, y* such that P(ZI 6o) = and

(98)  Lu.b. [P(8, 6o, @) — P(W|6)] > Lu.b. [P, 65, a) — P(Z| 6)].
] ]
Let S. be the surface defined by the equation
2O — 06 — i = c.
i i

The functions Py(8, 0y, «) and P(W| 6) are constant on the surface S.. Hence,
on account of (98), there exists a value ¢o such that

PZ|6) > P(W|6)

for all points 6 on S, But this is a contradiction to Propesition II. Hence
Proposition IV is proved.

DEFINITION V1. 4 sequence of critical regions { W.} is said to be an asymp-
totically most stringent test of the hypothesis 0 =0y on the level of significance a
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if P(Wa|00) = and if for any {Z.} for which P(Z.|00) = we have
lim sup {Lu.b. [Pa(6, 60, @) — P(W.| 6)] — Lu.b. [P.(8, 60, a) — P(Z.| 6)]} < O.
] ]

We shall prove the following theorem.

TuEOREM I11. Let W,* be the region defined in Theorem 1. Then the sequence
{W.*} is an asymptotically most stringent test of the hypothesis 6= 0.

Proof. Denote by PB.(0, 6o, @) the least upper bound of ‘B(Z,.*I 6) with re-
spect to Z.*, where Z,* is restricted to regions in the space of the maximum
likelihood estimates for which ‘B(Z,.*[Go) =a. Because of Lemma 1 we have
(99) lim [P.(8, 6, @) — Pn(8, 66, )] = 0

fn=0o
uniformly in 6. Denote by P,(8, 6o, a) the least upper bound of _P'(Z,.*I #) with
respect to Z.*, where Z,* is restricted to regions in the space of the maximum
likelihood estimates for which P(Z.*|6o) =a. The symbol P(V.*|6) denotes
the probability of V,* calculated under the assumption that the joint dis-

tribution of n!/2(61—@), - - -, n2(6¥—0%) is normal with zero means and
covariance matrix ||cij(8o)|| 1. For any positive X we have
(100) lim [$a(6, 6o, @) — Pa(6, 60, @)] = 0

uniformly in 6 in the domain |n1/2(0-—00)[ <\. Since for any sequence {0,}
for which lim | #1/2(0,—8)| = + «, we have

lim Ba(6n, 6o, @) = lim Po(6s, b0, @) = 1,

we obtain from (100)
(101) lim [an(oy 6o, a) - Pn(ot bo, a)] =0

uniformly in 6. For any ¢ let S, be the surface defined by

kE k

S0 = 60 — 8)cii(60) = c.

=1 i=1

Obviously P,(8, 0, ) is constant along the surface S.. From (99) and (101)
we obtain

(102) lim {Lu.b. P,(8, 6, @) — g.Lb. P.(6, 6o, @)} = 0
n=w 6CS, ES;

uniformly in 6. We shall derive a contradiction from the assumption that
Theorem I1I is not true. If Theorem III is not true, there exists a sequence
{Z.} of regions such that P(Z.|8,) =a and
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lim sup {Lu.b. [P.(0, 60, o) ~ P(Wr|6)]
(103) — Lub. [P.(8, 60, @) — P(Z.|8)]} =58> 0.

On account of (102) and since

lim [Lub. P(Wx|6) — glb. P(Wx|6)] =0
n=w 0CS, LISP
uniformly in ¢ (see Theorem II), we obtain from (103) that there exists a

sequence {c.} and a subsequence {7’} of {n} such that for all points 0.
of S

P(Za | 60) > P(Wai| 6,) + 8/2

for all n greater than a certain 7, But this contradicts Theorem I. Hence
Theorem 111 is proved.

8. Definitions of “best” tests of composite hypotheses. In this section we
shall extend the definitions given in the previous sections to the case of com-
posite hypotheses. Let w be a subset of the parameter space and denote by
H, the hypothesis that the true parameter point is contained in w. In all
that follows the letter 6 printed in boldface will indicate that the parameter
point lies in w. For example, the symbol l.u.b.e f(8) denotes the least upper
bound of the function f(8) with respect to 8 where 8 is restricted to points of w.
For any point 8 and for any real value ¢ let K.(0) denote a surface in the pa-
rameter space. For instance K.(8) may be given by » equations in

4’1(09 6) == ¢r(01 0) = O,
where ¢,(8, 0), - - -, ¢.(8, 8) are some analytic functions of § and 6.

DEFINITION VII. A critical region W, for testing H,, is said to have uniformly
best average power with respect to a family of surfaces K.(8) and a weight func-
tion w(0) if for any Z, for which

Lub. P(Z,|6) = Lu.b. P(W,]|6)
0 0
we have

fxc(e) POV, Oui = | PRA(ADECLY

for any 0 and for any c for which K.(8) is defined.

DEFINITION VIII. 4 sequence {W,} (n=1, 2, - - -, ad inf.) of critical re-
gions for testing the hypothesis H, is said to have asymptotically best average
power with respect to a family of surfaces K.(8) and a weight function w(6) if
the following two conditions are fulfilled:
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(@) There exists a fixed a such that
Lub. P(W.|6) = a (n=1,2,---,adinf)
0

(b) For any sequence {Z.} for which l.u.b.e P(Z.|8) =a, we have
i {IUb [fc«» P )A[Kc( Tk
_w(®)
_f Wal ) k@] dA]} =0

A[K.0)] = fx o O,

C

where

DEFINITION IX. A4 critical region W, for testing H., is said to have uniformly
best constant power on the family of surfaces K.(0) if the following two conditions
are fulfilled

(a) P(W,|6")=P(W, 10”) for all pairs of pomts 0’ and 0’ which lie on the
same surface K,(0).

(b) P(W.|6)=P(Z.|6) for any 0 not in w and for any Z, which satisfies
(a) and the condition

Lub. P(Z,|6) = Lub. P(W.|6).
0 0

DEFINITION X. A sequence of critical regions { W} for testing H, is said
to have asymptotically best constant power on the surfaces K.(0) if the following
three conditions are fulfilled:

(a) Lub.e P(W.|8)=a (n=1,2, - - -, ad inf.).

(b) limamy {Lu.b...o [Lu.becx o) P(Wa|8) —g.l.b.ocx @ P(Wa|0)]} =0.

(c) For any sequence {Z.} which satisfies (a) and (b) we have

lim {lub [pz.|6) — P(W.|6]} =0,

7n=00
where & 1is the complement of w.

DEerFiNITION XI. Denote by P.(8, w, a) the least upper bound of P(Z,.IO)
with respect to Z, subject to the condition 1.u.b.e P(Z,|8) =a. 4 critical region Wa
s said to be a most stringent test of the hypothesis H,, if for some positive o

Lub. P(W,|0) = «
o ,
and
Lub. [P.(6, w, @) — P(W.|0)] < Lub. [P.(6, w, @) — P(Z.|6)]

for all regions Z, for which l.u.b.e P(Z,.I 0)=qa.
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DEFINITION X11. A sequence of critical regions { W.,} is said to be an asymp-
totically most stringent test of the hypothesis H, if the following two conditions
are fulfilled:

(@) There exists a positive o such that

Lub. PAW,.|0) =a  (n=1,2,---,adinf).
0

(b) For any sequence {Z.} which satisfies (a) for the same o we have
lim sup {Lu.b. [Pa(6, w,@) — P(W.|6)] — Lub. [P.(8,w,0) — P(Z.|6)]} < 0.
[} ] »

In Definitions VII-XII we have formulated the condition

Lub. P(W,|6) = a.
0

The question can be raised whether, in place of this condition, the require-
ment that

* P(W,|8) =«
for all points 8 should be made; or whether the weaker condition that
(**) lim P(W,|6) = «

n=ow

uniformly in 0 should be required. Condition (*) has the serious drawback
that regions satisfying it do not always exist. Even in cases where (*) can
be fulfilled, it imposes too strong a restriction on the possible choice of W,,
which does not seem to be quite justified. It is conceivable that in some cases
a region W, may exist which does not satisfy (*) but has such an advanta-
geous power function that we prefer it to any region W, which satisfies(*).

As to the condition (**), we shall see that it is satisfied for the sequence
{W,.} which is shown in this paper to be asymptotically best according to all
three definitions VIII, X and XII. Hence the same sequence { W,} remains
asymptotically best if we replace the condition l.u.b.e P(W,,I 0) =a by (**) in
the definitions VIII, X and XII.

In the following §§9-11 we shall discuss a linear hypothesis of the follow-
ing type: 6'=6g, - - -, 07=0; (r<k), where 6, - - -, 6; are some specified
values. That is to say, the set w is the set of all points 8 for which the above
equations hold. In §12 the general composite hypothesis will be discussed.

9. Tests of linear composite hypotheses which have uniformly best
average power over a family of surfaces. Let H, be the hypothesis that
0'=0., - - -, 0r=0; (r<k). We shall introduce the following notation: For
any parameter point §=(6%, - - -, 6%) the symbol ,6 will denote the vector
in the r-dimensional space with the components 61, - - -, 07, and 20 will de-
note the vector in the k—7 dimensional space with the components
gr+1, - - ., 6% For any function ¢(8) of 6 we shall use the synonymous nota-
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tion Y (40, 20). For instance P(WI 10, 20) is synonymous with P(Wl ).

Let y%, - - -, ¥* be k variates which have a joint normal distribution
with unknown mean values 6!, - - -, 8% and known covariance matrix
lloall =[Nl G, =1, - - -, k), which is nonsingular. Denote by W the
region in the space of 3!, - - -, y* given by the inequality

(104) D3PI CHET S ICAET NI
g=1 p=1
where [|X,]| =|losd|™ (&, g=1, - - -, 7). Consider the nonsingular linear

transformation of the variates 3, - - -, y* given by the equations
1 1 r 7
Y =0 =By —0) + By — ) (p=1,---,7),
Y= yuy' + - + vuy* t=r+1,---, k),

such that y’%, - - -, 9'* are independently distributed with unit variances.
Denote by S.(8) the surface given by the equations

3 Xoe(8” — 6)(6° — 63) = ¢,
(106) Eg pq( 0)( o) ¢

k
'Yuol+"'+')’zk0k=27hi t=r+1,---, k).
=1

(105)

Consider the transformation of the parameter space given by

0 — 0 = Bp(® — 00) + - - + Bp(8 — 60) p=1---,7,
Bt = yub' + - - + yub? t=r+1,-,4k),

where the coefficients §8,, and +.; are the same as in (105). The transforma-
tion (107) transforms the surface S,(8) into a sphere S/ (8) given by

(107)

r k
(108) SO =) = 0=yt =0
p=1 =1
For any point 8 and for any positive p consider the set w(f, p) consisting of
all points *@ which lie on the same S.(0) as 6, and for which |*§—8| <p. Let

. A6, )]
(109) £0) = },111(‘)1 m’

where w’(0, p) is the image of w(8, p) (by transformation (107)) and, for any
set w, A(w) denotes the (r—1)-dimensional area of w. We shall prove the
following proposition.

ProposITION V. Let 3, - - -, y* be k variates which have a joint normal
distribution with unknown mean values 01, - - -, 0% and known covariance ma-
trix ||ou|| =||Niil| . For testing the hypothesis .0 =160 on the basis of a single
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observation on each of the variates y', - - -, y*, the critical region W given in
(104) has uniformly best average power with respect to the family of surfaces
S.(0) defined in (106) and the weight function £(8) given in (109).

Proof. Because of (109) we have

(110) fs © P(Z| 8)£(8)dA = o PZ'| 6")d4,

Se

where Z denotes an arbitrary region in the space of 3!, - - -, y* and Z’ is
the image of Z by transformation (105). The region W is transformed into
W' given by

1 1 r 7
(111) G =)+ O =) 2

In order to prove Proposition V we have merely to show that
(112) f P(W'|6)d4 = f P(Z'| 6"d4
(0) RAC))

for any ¢>0, for any 8, and for any region Z’ in the space of y'%, - - -, y'*
for which l.u.b. P(Z’|100, 20") =lL.u.b.,o» P(W’|100, :0’). For any point 8’ of
S/ (8) we have 20’ =40". By a lemma of Neyman and Pearson, (112) is proved
if we can show.that there exists a function d(c) such that

Js@p(y'L, - - -, 'k 8, 20’)dA} = d(c) within W,
2O, - -, y'E| 16, 20') < d(c) outside W’
for all values of c and 8 where p(y'!, - - -, 3’| 0’) denotes the joint probability

density of y’%, - - -, ¥’* under the assumption that 6’-is the true parameter
point. Obviously

PLCANEIRNE A Y ) _ PO -, YT 48
('Y -, y”‘l 100, 20") B (Y'Y, )’"l 180) .
Hence (113) is equivalent to
Js@p(y™, - -+, ¥'7| 10)dA) = d(c) within W,
pOY e, y”l 190) } < d(c) outside W"’.

The proof of (114) is omitted, since it is the same as that of the inequalities
(87) and (88). Hence Proposition V is proved.
Let the critical region W.,* be defined by the following inequality

(113)

(114)

(115) nZ Z (6 — 65)(6n — 00)Epg(6) = dn,

g=1 p=1

where [|2(0)]| =[los(OI|* &, ¢=1, - - -, ) and [lo@) ]| =]lci(® |I* G,
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=1, » - -+, k). The constant d, is chosen so that
Lu.b. P(W*|6) = a.
0

Let ZX(0) =nY2(65—0%) (=1, +--, k) and consider the nonsingular linear
transformation

Z(6) = Bn(OZa(®) + - - - + B(0)Z2(0) p=1,--,1,
Z.(6) = vaO)Za®) + - - +va@®ZaO®)  C=r+1,--, B,

such that Z4(6), - - -, Z%(0) would be independently distributed with unit
variances if the covariance matrix of ZL(6), - - -, Zi() were given by
”a;,«(@)”. Denote by S.(0) the surface defined by the equations

(116).

(117) § § (6" — 60)(6" — 60)cpe(6) = c,

va®)0 + - + yu(8)0F = > vu(@®)0F ¢ =r+1,---, k).

For any positive 6 denote by S; the set of all points 8 for which
IB” —62| <8 (p=1,---, 7). We shall prove the existence of a positive &
such that for any point 6 in S; there exists exactly one surface S,(8), that is
exactly one value of ¢ and exactly one point 0, such that 0 lies on the surface
Se¢(8). This statement is obviously proved if we show that for any point 8 in
S the set of £ —r equations

(118) va(0)(6 — 0) + - - - + vu(0)(6* — 6%) = 0 t=r+1,---, 4

has"aﬂ'unique solution in the unknowns 67+, - . . | 8% From the definition
of the___’quantities Bpq(0) and v.;(0) it follows that

(119) 4(0)|o:;®)]|4®) = 1,

where 4(0) denotes the matrix
B11(6) B12(0) - - - B1-(8) 0 .- 0
B12(6) B22(8) -+ - Ba2(8) 0 R (]

(120) Br1(6) Br2(®) - - - B.(6) 0 e 0 R

Yr+110)  Yr+1200) - - ¢ Yrr1-(0)  Vrp1+41(8) - - - Yrp1£(6)

v:10) 2@ - v (0)  vee1(8) - - - yi(8)

4(0) is the transposed of 4(8) and I denotes the unit matrix. Since ¢;(0)
is a continuous and bounded function of 8 and since the determinant |a’,~;(0)|
has:a positive lower bound, we find that 3,,(8) and %::(6) are continuous and
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bounded functions of 8 and that the absolute value of the determinant 4(0)
has a positive lower bound. Hence also the absolute value of the determinant

Yr+194100) -+ - Yr11%(6)
(121) v(0) =
Yert1(0) - - - Yri(0)

has a positive lower bound.

Let § =6* where 6* denotes an arbitrary point of w. Then, since the de-
terminant in (121) has a positive lower bound, the equations (118) have a
unique solution in the unknowns 67+1, - - . | 8% namely the solution 0=20*.
Furthermore we see that the Jacobian of the equations (118), taken at the
point 8 =0%, is equal to v(6*). Since the absolute value of y(6*) has a positive
lower bound, there exists a positive § such that the equations (118) have a
unique solution in 0 if |0—0*| <. This proves the existence of a positive &
such that for any point 8 in S; there exists exactly one surface S¢(8) such that
0 lies on S,(0).

Since for the critical region W,* defined in (115) we obviously have
limpee P( W,.*l 6) =1 uniformly over the domain |0”—03| = 8, we shall restrict
ourselves to the consideration of points 8 for which |?—63| <6 (p=1, - - -, 7).

Consider the transformation of the parameter space given by

67 =60 =Bu®O — )+ +Bu®E —6) (p=1---,7),
0't = 'Ytl(o)el + et + 7tk(0)0k (t =r + 11 Tty k))

where 0 denotes the point for which 0 lies on S.(8). The transformation (122)
transforms S.(0) into the sphere S/ (8) given by

(122)

(123) Y7 =6 '=¢; 6 =3 yu©)0 =0" (=r+1,---, k.
p=1
We define a weight function £(8) as follows:

Alw'(6, )]
12 : = lim ——>—"=~,
(129 10 =15 A[w(6, p)]

where the symbols on the right-hand side have the same meaning as in (109).

THEOREM IV. Let the critical region W.* for testing 16 =100 be the region
defined in (115). Furthermore, let S.(0) be the surface defined in (117) and let
£(0) be the weight function defined in (124). Then {W.*} has asymptotically
best average power with respect to the family of surfaces S.(8) and the weight
function £(6).

Proof. Because of Lemma 1, we can restrict ourselves to subsets of the
space of the maximum likelihood estimates. Because of Lemma 2, Theo-
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rem IV is proved if we show that for any {Z,*} for which L.u.b.e P(Z.*|8) =«
we have

fmo

. %* *
timsup {1ub. [ [ 9@lonmia - [ sl o} so

Sc

£(6) = £0) / f L F04.

If Theorem IV were not true, there would exist a sequence {cn}, a se-
quence {0,}, a sequence {Z.*}, and a subsequerice {n’} of {n} such that

where

Lub. P(Zy|6) = o,
(125) ®
lim { f PBZn | 0)¢w(0)d4 —
Sc”r(onr)

n=ow

B(Wa | o);,.,(o)dA} =5>0.
Senr 0y

It is easy to verify that for any sequence {c.} for which lim nc,=+ © we
have [s., B(W.*|0)¢.(0)d4 =1 uniformly in 6. Hence (125) can hold only
if the sequence {#'c,} is bounded. If {n’c,.} is bounded, for any sequence of
regions { V.*} we obviously have

(126) lim {f
n=e Se /(0 )

n n

BWa | 0)¢w(8)dd — f

Py (V| o);,.,(a)dA} =0,
Sent0,) "

where Py( V,.*l 0) denotes the probability of V,* calculated under the assump-
tion that nV/2(8,—6), - - -, n'/2(§%—6*) have a joint normal distribution with
zero means and covariance matrix ¢;(0). Let W,*(8) be the region defined by

233 (0 — 000" — 696,0(6) Z do.

g=1 p=1
Itis clear that if {n’c, } is bounded, we have
(127) lim {Py(Wn | 6) — Py[Wa0)] 6]} =0

n=

uniformly in 6 and 6 over the domain in which 0 is a point of S.,(8). From
(125), (126) and (127) we obtain

lim { f P, ,(z’,',‘,| 0)¢.(6)dA
Senr(0,) "

7 =00

(128)

- P, [Wh(04) | 0]_;,.,(0)dA} =6>0.
Sens (0,1

The surface S.(8) defined in (106) is identical with the surface S.(0) defined
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in (117) if in (106) we substitute c;;(8) for \;;, that is we substitute ¢,4(0)
for X,,. Similarly, if we substitute c;;(8) for \;; for any point of the surface
S.(0), the value of the weight function £(6) defined in (109) is the same as
the value of £(0) defined in (124). Hence, since

lim [Lu.b. Py(Zn |0)] = a,

n=c 0

equation (128) is in contradiction to Proposition V. Thus Theorem IV is
proved.

10. Tests of linear composite hypotheses which have best constant power
on a family of surfaces. The critical region W defined in (104) satisfies condi-
tion (a) of Definition IX if K.(0) is equal to S.(8) given in (106). Hence from
Proposition V we obtain the following proposition.

ProrposiTION VI. The region W given tn (104) has uniformly best constant
power on the surfaces S.(8) defined in (106).

If W,k is the region defined in (115) and if K.(8) is equal to the surface
S:(0) defined in (117), then {W,.*} satisfies conditions (a) and (b) of Defini-
tion X. Hence, from Theorem IV we easily obtain the following theorem.

THEOREM V. Let W.* be the region defined in (115) and let S.(0) be the sur-
face defined in (117), then for testing .0 =100, { W.*} has asymptotically best con-
stant power along the surfaces S.(0).

11. Most stringent tests of linear composite hypotheses. We shall prove
the following proposition.

ProrosiTioN VII. Let 3', - - -, y* be k variates which have a joint normal
distribution with unknown mean values 0, - - - , 0% and known covariance ma-
trix ||oi|| =||Niil| . For testing the hypothesis 10 =180 on the basis of a single
observation on each of the variates y', - - -, y*, the region W given in (104) is a
most stringent test.

Proof. First we shall show that P(f, w, ) is constant along S.(0) where
S.(8) is defined in (106). Consider a linear transformation of y!, - - -, y* as
defined in (105). Then the transformed variates y’!, - -+, y’* are independ-
ently distributed with unit variances. Denote by 6’ the image of 6 obtained by
the transformation (107) and let P’(6’, w, &) be equal to l.u.b. P(Z’I 6’) with
respect to Z’, where Z’ may be any region in the space of y’!, - - -, '¥ sub-
ject to the condition that

l.u.,b. P(Z’| 190, 20’) = «a.
20

Obviously P/(¢', v, @) = P(8, w, c).
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Hence we have merely to show that P’(8’, w, @) is constant along S/ (8) where
S. (6) is the image of S.(0) and is given by

2(0”’—0:)2=c; 9 =¢" : G=r+1,---,5k.

p=1
Let P*(8’, 180, @) be equal to the least upper bound of P(Z’|6’) with respect
to all regions Z’ in the space of y’t, - « -, y’* for which P(Z’|f,, :6’) =a. Ob-
viously P*(6’, 100, @) 2 P'(0’, w, ). It is easy to verify that the region V" for
which P( V’|10’, 20") =P*(8’, 100, ) is a subset in the space of y't, - - -, y'".
Hence :

P(V'| 80, 91) = P(V'| 160, 264
for any pair offpoints 6{ and 64, and therefore
P*(@', 160, @) = P'(¢’, w, @) = P(6, w, a).

Since P*(0’, 100, @) is constant along S.(8), our statement is proved. From
this and Proposition V, Proposition VII easily follows.

THEOREM VI. Let W,* be the region defined in (115). Then {W*} is an
asymptotically most stringent test of the hypothesis 10 =10,.

Proof. Denote by P.(0, w, ) the least upper bound of %(Z,.*I 0) with re-
spect to Z¥, where Z,* is restricted to regions in the space of the maximum
likelihood estimates for which

Lub. BZ:|0) = a
3 ;

On account of Lemmas 1 and 2 we have

(129) , lim {P.(6, ©, @) — Bald, 0, @)} =0
7=
uniformly in 0.
Denote by P,(6, 10, @) the least upper bound of P,(Z.*|8) with respect
to Z,.* where Z,¥ is restricted to regions in the space of the maximum likeli-
hood estimates for which

Lu.b. P(Z:I 100, 20) = a.
C}

The symbol P( V,.*I ) denotes the probability of V,;* calculated under the as-
sumption that the joint distribution of #/2(6,—6%), - - -, n/2(éf—6") is nor-
mal with zero means and covariance matrix ||c:;(8)||~, where 6 denotes that
point for which 6 lies on the surface S.(8) defined in (117). It can be shown
that for any positive A we have

(130) ) lim {Ba(6, @, @) — Pa(, 100, @)} =0

n=o
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uniformly in 0 in the domain 116-100| =\/nY2 Since for any sequence {0,.}
for which

r ¢ 1/2
lim n’”( 3@ - 03’)2) = + o,
n=0 . p=1
we have

lim B(b,, v, @) = lim P,(0,, 16, a) =1,

we obtain from (130)
(131) lim {$.00, ©, @) — P»(0, 60, @)} =

uniformly in 6. The function P,(f, 16y, ) is constant along the surface S.(8)
defined in (117). This can be proved in the same way as the constancy of
P(0, w, a) on S.(8) defined in (106). Hence from (129) and (131) we obtain

(132) hm{lub P.(s, w,a)—glb P,.(o w, @)} =0
n=o OES.,)

uniformly in @ and ¢. According to Theorem V we have

(133) lim { Lu.b. P(Wlo)—glb P(W|o)}
n=w 0 8.(0)

uniformly in ¢ and 8. Theorem VI follows from (132), (133) and Theorem IV.

12. The general composite hypothesis. In §§9-11 we have considered the
linear composite hypothesis 10 =18,. Now we shall discuss a general composite
hypothesis H,, where w denotes a subset of the parameter space given by r
equations

(134) g0 =80 =---=£06=0 (r < k),

that is, w is the set of all points 6 which satisfy equations (134). We make the
following assumption.

AssuMPTION V1. There exist k—r functions £7+1(0), - - -, £¥(0) such that the
Sollowing three conditions are fulfilled:

(a) The transformation which transforms the point 0 into the point & with
the coordinates £'(0), - - -, £%(0) is a topological transformation of Q into itself.

(b) The first and second order partial derivatives of £(), - - -, £E¥(B) are
uniformly continuous and bounded functions of 0.

(c) The greatest lower bound of the absolute value of the Jacobian
o9&, « - -, EX)/0(0, - - -, O%) is positive.

Let £=(§', - - +, &) denote a variable point of the parameter space .
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Since according to Assumption VI the transformation

is topological, we can solve the equations (135) and we obtain
(136) 6 = 6¥(8, -, 9 (=1, 4.

From conditions (b) and (c¢) of Assumption VI it follows that the first
and second order derivatives of @i(£!, - .-, £*) are uniformly continu-
ous and bounded functions of £ and the absolute value of the Jacobian
a6y, - - -, 0% /(& - - -, £*) has a positive lower bound.

Let f*(x, £) be the probability density function we obtain from the proba-
bility density function f(x, 8) of x by substituting the right-hand side of (136)
for 0%. Hence f*(x, £) is the probability density function of x in the trans-
formed parameter space. It is clear that the maximum likelihood estimate

of £iis equal to §=¢£i(4L, - - -, 6%), where 4, is the maximum Jikelihood esti-
mate of 6.
Denote by I*, II*, - . ., V* the assumptions which we obtain from As-

sumptions I-V respectively by substituting f*(x, &) for f(x, 6), ¢ for § and
£, for 6,. We shall show that Assumptions I*~V* can be derived from Assump-
tions I-VI.

Assumption I* is an immediate consequence of Assumptions I and VI.
Since according to Assumption VI the first derivatives of £i(6) are continu-
ous and bounded functions of 8, the transformation (135) is uniformly con-
tinuous. Hence, for each positive €* there exists a positive € such that the
inequality ] 0,,—0| = e implies the inequality | £.—¢& l =e*. From this and As-
sumption II we obtain Assumption IT*.

Denote by v;(x, 61, 8) the least upper bound, and by u;(x, 61, 6) the great-
est lower bound of 9 log f(x, 8)/36% in the interval 6; — § <0 =60, +46. Using the
Taylor expansion we obtain

9 log f(x, ) 9 log f(=x, 61)
T
where 8, lies in the interval [6;, 6:*]. From (137) it follows that

d log f(x, 0?) d log f(x, 6,)
a6’ a6t

3?2 log f(=, 61)
—_

137
sn 367367

+ 26 -6

(138)

= 203 [| ¢z, 0, 0)| +| i, 6, 8)|]

for any 6 and & for which
0—-86=<0,<0+5 and 6 —56=06, <0+

From (138) we obtain for any positive &

(139) | vilx 6,8) — wilx, 6,0) | = 2630 [[ duil, 6, 0) | + | s, 6, ) |].
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Let {61} and {62} (n=1, 2, - - -, ad inf.) be two sequences of parameter
points such that

(140) lim (01,. - 02,,) = 0.

According to Assumption III the expectations Eg,[¢ii(x, 62, 8)]? and
Es, [Yi(x, 82, 8)]? are bounded functions of 6y, §; and & in the domain D, de-
fined in Assumption III. Hence also the expectations Ey,|¢:i(x, 62, 8)| and
Eo,|1[/.~,~(x, 0., 8)| are bounded functions of 6;, 6; and é in the domain D..
From this and relations (139) and (140) it follows that for any sequence { 6,.}
of positive numbers for which lim,.,, 6,=0 we have

(141) lim {Eo,i(%, 020, 82) — Egypi(%, 020, 80)} = 0.

n=o

Since
3 log f(=, 02.)

(%, 02ny 80) = -
ri(%, 020, 8,) Py

é Vi(x, 027») 51&)

it follows from (141) that

d log f(x, 02, '
lim {thvi(x, 02,., 3”) - Egm ——g—;;.—sl—z—z} = 0,
(142) T |
. l¢] lOg f(x, 02,,)
lim Ea,"m(x, 02m 5n) - Eom T = 0.
n=cw

Using the Taylor expansion we have

d log f(=, 02.) 9 log f(x, 61a)
6 B ¢

02 log f(x, 8,)
00007

(143) + T (0 — 01

where 8, lies in the interval [f1,, 02.]. Since the expectations Eol|¢.~,-(x, 0, 6)]
and Eq,|¢:;(x, 0, 6)[ are bounded functions of 6,, 0, and 4 in the domain D,

we obtain _
9* log f(=, Bn)} —o

. i i
lim Eoln{ ; (02n - oln) 20°007

Hence it follows from (143) and Assumption IV that

9 log f(x’ 02n) T i} log f(x, Gln) -0

144 lim E, 1

(144) . T g pma T g

We obtain from (142) and (144)

(145) lim Eol,,Vi(x, 027\) Bn) = lim Eol,,;i(xy 021&) 67&) = 0'

Denote by ¢3(x, £, 8*) the least upper bound, and by ¥(x, £ 6*) the great-
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est lower bound of 9% log f*(x, £)/0£/0%7 in the interval £ —6*< £ +6* We

have
a2 log f*(x, £) Z > 3% log f(x, 6) a6} 60"‘
(146) aFati | 4% apem  op o
] log f(x, 6) 9%}
+ Z l aélagl
Since .
ad )
B, ( og f(x 0)) —o,
a0

we obtain from (146)
9% 1o (2, 8 92 log f(x, 6) 06* 36™
—"—_——gtf*. = EZ Eo[———gf( :I

agiati -~ 30'96™  9Ei ot
Hence the determinant )
32 log f*(x, &) ‘ B a2 log f(x, 6) I (8(0‘, e, 0"))2

asiagj - 4 9090 a(El’ cee, Ek) :
Since the determinant | — E¢02 log f(x, 6)/86°007| has a positive lower bound,
it follows from (148) and Assumption VI that
(149) | — E:0 log f*(x, £) /8%t |

has a positive lower bound. .

For any positive 6* let §(6*) be the smallest positive number such that
for any two points & and £; for which I&—&l < 6* we have |01—02] =46(6%)
where 6, and 0, are the image points of £ and & by transformation (136).
From (146) we obtain

(147) E;

(148) | E¢

06° a6™
iz, £, 87) < qub,,,,[x,o (s )]a_g* o
+ Z vi[z, 6, 8(3 )] aw?
0 a0* 6™
* *
'I’t'i(xv E’ ) ) Z Z#/z,,.[x, 0 8(6 )]-—a-—z-‘- ;27

l
+ Zu:[x. 8, 5(5)] W

where 0 is the image point of ¢ by transformation (136), and the derivatives
301/0¢5, 320'/9£'d%7 are taken at some points in the interval [£— 6%, £468*],
and the functions @um(x, 8, 8), Yin(x, 0, 8), mi(x, 8, 8) and 5i(x, 6, ) satisfy the
inequalities
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Vin(%, 0, 8) = $im(2, 0, 8) = bin(x, 0, 8);
Yim(%, 0, 8) = Pim(x, 6, 8) = dim(x, 0, 8);
wi(x, 0,8) < v(x,0,0) < rv(x,0,0);
wi(x, 0, 0) = m(x, 6, 8) < vi(x, 6, 9).

Let {£i.} and {£.} be two sequences of parameter points such that
lim &, =Ilim &,=§£. Let 01, be the image point of &,, 02, the image point
of £2,, and 0 the image point of £ (by transformation (136)). Let furthermore
{6.*} be a sequence of positive numbers such that lim 3,*=0. Then we ob-
viously have lim 8(8,*) =0 and therefore using (145) and Assumption III we
obtain

lim Ep ¢ 1m[ 2, O2ny 50) ] = Esd? log f(x, 6)/36'06™,

lim Eg,Wim[%, 020, 5(5n) ] = E40? log f(x, 0)/00%36™,

n=o00

151
(151) lim Ey,,v; [x, O2n, 5(5:)] =0,
7= o0
lim Eompz [x, O2n, 5(5:)] =0
=

uniformly in . From (150) and (151) and the uniform continuity of the deriv-
atives 00%/9&¢ and 9%0%/3£:9¢7 we obtain

' 921 ,
(152) lim E€|”¢ti(xn £2m 6:) = lim E&»‘I;:i(xv Ezm 6:) = EE—"O_gfL(E_E)‘
n=c = otoLi
uniformly in £. v ‘
Because of (150) we have both
i £ 8| and | i(x £ 80|
é ; E{” 'sz[x, 0’ 5(5*)”
a6t agm™
153 m|x, 0, 6(6* Lub. | — —
(153) +lgumts, 0,309 v | 55 52 )

atigEs

where the least upper bound with respect to £ is to be taken over the interval
[£—0%, £+0*].
We shall show that Eq, [#:(x, 02, 8) ]2 and Es, [ui(x, 62, 8) ]2are bounded func-
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tions of 6y, 6; and 6 in the domain D, for sufficiently small e. Our statement is
proved if we show that Eg, [0log f(x, 01) /00°]2, Es, [v:i(x, 82, 8) —dlog f(x, 6:) /36]?
and Ep, [ui(x, 02, 8) —0 log f(x, 6:)/007]2 are bounded in D.. The first of these
expressions is bounded because of Assumption V. From (138) it follows that

d log f(x, 6
vt'(x) 02» 6) - gf( 1) I
a6*

<263 [ ¢eila, 02, 8 | + | vii(x, 62,87 |]
i

and '

d log f(x, 61)

[1,-;\:,0,5— .
(62, 9) 3¢

= 2630 [| #uiCx, 00, 8) [ + | Wis(x, 02, 8) ]

where 8'=8-+2;|6]—6}|. From the above inequalities and the fact that
Eq, [¢ii(x, 02, 8) ]2 and E,, [{:j(x, 02, 8) ]2 are bounded in D, it follows that for
sufficiently small e the expressions Ej, [vi(x, 02, 8) —9 log f(x, 61)/80%]? and
Eo, [ui(x, 02, 8) —9 log f(x, 6,)/307]? are bounded in D.. Hence our statement
is proved.

Since the derivatives 36*/3¢% and 3%0%/3£:9¢7 are bounded functions of £,
and since Ej, [¢:;(x, 02, 8)]2 and E,, [{:;(x, 02, 8)]? are bounded functions of
61, 6; and ¢ in the domain D, it follows from (153) that there exists a positive
€* such that E;, [p¥(x, &, 6%) ]2 and E;, [¥f(x, &, 6*)]? are bounded functions
of £, £ and §* in the domain defined by | £1—£| Se* and | 8*| Se*. Assump-
tion III* follows from the latter statement and the relations (152) and (149).

Assumption IV* is an immediate consequence of Assumption IV.

We have
4 log f*(x, &) d log f(x, 6) 967

4 - T = oS .
(154) ot 2;: 96 ag

For any points x and 6 denote the maximum of the % expressions
|9 log f(x, 6)/36"|, - - -, |3 log f(x, 6)/36%| by p(x, 6). From Assumption V
it follows easily that

(155) Ey[p(x, 6) |7+

is a bounded function of 6. Since the derivatives 367/3¢¢ are bounded func-
tions of &, Assumption V* follows from (154) and (155).

Denote by cj;(0) the function of # we obtain from — E;9? log f*(x, £)/0¢'9¢7
by substituting £(0) for £ Then we obtain from (147)
a6! 60"‘
aft 65'

(156) ai(0) = Z Z cim(0)

Denote by A the matrix ”66‘/65"” (i, j=1, -+ -, k) and let 4 be the trans-
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posed of 4. Then equation (156) can be written as
(157) i@ = Alles@)]4.

Let ||o%(6)|| be the inverse of the matrix ||c}(6)||. Futhermore let B be the
matrix ||0£/887| (3, j=1, - - -, %) and denote by B the transposed of B.
Since B=A"1, we obtain from (157)

(158) i@l = Bllou @B,
where |]¢r.~,~(0)” =|lc.~,~(0)||“. Equation (158) can be written as
* - 9E* o
ii(0) = — o im(0).
(159) A0 = L 5w
Let
(160) &I = lle3e®]|* rg=1,-",7.
Denote by W.* the critical region defined by the inequality
(161) | 1Y 2 620,080, 00(0) Z du,
g=1 p=1

where the constant d, is chosen so that
Lu.b. P(W*|6) = a.
0

The point 0 is restricted to points of the set w defined by equations (134).
For each positive ¢ and for each point 8 of w we define the surface S.(0) by
the equations

33 2(0)e(0)c®) = o

(162) S .
2 vi@EE) = 2 @O  (t=r+1,---, k),

where the coefficients v,;(8) satisfy the following condition: There exists a
matrix l|qu(0)“ (p, g=1, - - -, r) such that if we form the matrix 4(8) given
in (120) then

(163) 40)|o%0)||4®) = 1,

where 4(8) denotes the transposed of 4(8) and I denotes the unit matrix.
Consider the transformation of the parameter space given by

o'r = ﬁpx(ﬁ)il(o) + -+ ﬁpr(O)E'(O) (P =1---, ')’
0t = vu@0)£'(6) + - - - + v (0)£*(6) t=r+1,---,4k),

(164)
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where 0 denotes the point of w for which 6 lies on S.(8) for some value of c.
The matrix IIB,,,,(o)Il is chosen so that (163) is fulfilled. The transformation
(164) transforms S.(8) into the sphere S/ (8) given by

r k .
2@ =c, = 2 y.,(0)£0).

p=1 =1
We define a weight function () as follows:
(165) 7(0) = lim 4 ['(8, p))/A[ws(6, p) ],

where the symbols on the right-hand side of (165) are defined as in (109).
Since Assumptions I*~V* are fulfilled if Assumption VI holds, we obtain
from Theorems IV, V and VI the following theorem.

THEOREM VII. Let W,* be the region defined in (161) and let S.(0) be the
surface defined in (162). Furthermore let 1(0) be the weight function defined in
(165). If Assumption V1 holds, then for testing the hypothesis £1(0)= - - -
=£7(0) =0 the sequence {W*} '

(a) has asymptotically best average power with respect to the surfaces S.(0)
and the weight funciion 1(0);

(b) has asymptotically best constant power on the surfaces S.(0);

(c) is an asymptotically most stringent test.

13. Optimum properties of the likelihood ratio test. For testing a com-
posite hypothesis H,, Neyman and Pearson introduced a statistic(5), called
likelihood ratio, defined as follows: The density function in the sample space
is given by []*-.f(*a, 0). Denote by P(xi, - - -, x,) the maximum of this
function with respect to 6!, - - -, 6%, and let P,(x1, - - -, x,) be the condi-
tional maximum with respect to 6, - - -, 6%, subject to the condition that 6
must be a point of w. Then the likelihood ratio for testing the hypothesis H,
is given by A,(w, E,) =P,(x1, - - +, xs)/P(x1, - - -, X,). It is obvious that the
value of M\.(w, E,) always lies between 0 and 1. Neyman and Pearson recom-
mend the use of the left tail as critical region, that is the hypothesis H, is
rejected if the value of N.(w, E.,) is less than a certain constant \,(w). Denote
the region \,(w, E,) <An(w) by L.(w). In all that follows we choose the con-
stant A.(w) so that

1.%.1). P[L.(w)]|6] = .

We shall prove that there exists a finite value B such that —2 log A\.(w) <B
for all » and for all w. Consider the Taylor expansion

(%) See in this connection J. Neyman and E. S. Pearson, On the use and interpretation of
certain test criteria for purposes of statistical inference, Biometrika vol. 20A (1928).
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Z log f(%4,8) = E log f(%a, 6a)

1 $ iy a0 H 92 log f(xm 6n) 1
- 6, — - —_ejve ™ -
o 2 Xonln —0)(0 - 0) X FrrT——

where 8, lies in the interval [4,, 8]. Since
> 1og f(%ay 62) — D log f(%a, 8) = — log Au(w, Ey),

we have

> 32 log f(%a, 8,) .

; . .1
— 21og M(w, E) £ — 6, — 0)(6] — o) =
o8 (e, E) S = T L ulhh ~ 0301 —0) — % —— 5

Since 771 ,0% log f(*a, 0.)/80°307 converges stochastically to —c;;(8) under
the assumption that 0 is the true parameter point, it follows easily from
Proposition I that for any €>0 there exists a positive value 4 (¢) such that
for any w

' AP I gy Ly | a On
l'm;l-s“up{l.uo.b. P[— 22 (6 —0)(6n — o)Z)—()"":%gm—l = A(e) IO]} <e

and lime.o A(e) = 4 . Hence
(166) lim sup {Lu.b. P[— 2 log M\u(w, E,) = 4(e)| 8]} S e
0,0

7= 00

This proves the existence of a finite number B with the required property.

For any subsets I' and I'' of the parameter space we denote by &(T, T')
the greatest lower bound of the distance between 6 and 6’ where 0 is restricted
to points of T and @’ is restricted to points of I'’. We shall call §(T', I'') the
distance of the sets I' and I".

Let {0.} be a sequence of parameter points such that lim §(8,, @) =0 and
limpey 72Y/28(0., w) =+ . We shall prove that there exists a positive »o such
that for any constant 4

(167) lim P[ > log f(%a, 0,) — D log f(a, 6%) > A | o,.] =1,

where 8* denotes a point of w for which |0*—-0,.‘ <vo and D, log f(xa, 0%)
=Y. log f(xa, ) for all 8 in the domain |6—8,| Sv.. Consider the Taylor
expansion

Z lOg f(xm 0*) - Z IOg f(xay 0,.)
(168) ° *

SR 3D MU AT IS ol Sl SN

a 36997
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where 8, lies in the interval [4,, 8*]. Because of conditions (a) and (b) of
Assumption III for any €>0 the positive number »¢ can be chosen so that

c:;(0%) 4+ -l Z ———62 log /(%) 6n) < el 0,.] = 1.
n

« 30:967
Since ||¢:;(8)|| is positive definite and the determinant |c;;(8)| has a positive
lower bound, we obtain from Proposition I, (168) and (169) that for some
positive, v,, (167) holds. Hence our statement is proved.
We say that the likelihood ratio test is uniformly consistent if for any
positive »

(169) lim P[

lim P[L.(w)| 6] = 1
uniformly in w and 6 over the domain §(8, w) =». We postulate the following
assumption.

AssuMPTION VII. The likelikood ratio test is uniformly consistent.

This assumption together with the uniform consistency of the maximum
likelihood estimate 6, will be proved in a forthcoming paper on the basis
of some weak assumptions on the density function f(x, 6).

Let w,(f) be the intersection of w with the set of all points 8’ for which
Zfﬂ] 0i—0’ *'I =v. From Assumption VII it follows that for any positive »
(170) lim P{— 2 log M\[w,(0), En] = — 2 log X.[w,(8)]| 6} =1
uniformly in 6.

Let {0.} be a sequence of parameter points such that lim—., (6, @)=0
and lim,.,, #Y/26(0,, w) =+ «. Denote by w, the set of all points 8 for which
|8—8.| <vo. Since —2 log X.[w,() ] has a finite upper bound it follows from
(167) that for a sufficiently small »,

(171) lim P{— 2 log M[wn, E.] = — 2 log X.[w,,(6.)]] 6.} = 1.

Obviously

— 2 log M(w, E,) = minimum {— 2 log M. [w,,(6s), Ea], — 2 log Ma(wn, En)}.
From (170) and (171) we obtain
(172) lim P{— 2 log M(w, E,) = — 2 log fa[w.,(6:)]] 6.} = 1.

n=ew
Since —2 log A, [wye(02), En]= —2 log Au(w, E,), we have —2 log X, [w,,(65) ]
= —2log A.(w). Hence from (172) we obtain

(173) lim P[L.(w) | 6.] = 1.

n=ow
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From Assumption VII it follows that (173) holds for any sequence {6,} for
which lim #Y26(0,, w)=+ «.

Now let us consider the case where w is the set given by 10=16. Let {6,}
be a sequence of parameter points for which the sequence #/28(0,, w) is
bounded. Denote by 6.(w) the parameter point in w for which

InIf[xﬂ’ é,.(w)] = Pﬂ(xlv ) xn)'

a=1

Let 0, be the point for which 8(6,, w)=68(0,, 0,). Denote by T.(v) the region
given by the inequalities

0, — 0,| <,
(174) | | <»
| 6n(w) — 0,] <.
We shall prove that
(175) _ lim P[T.(») | 6.] = 1 for any » > 0.

Consider the Taylor expansion

> log f(%4,0,) = D log f(%a, 6,)
(176) © ) n 1 32 log f(%ay On)
0 T i 7. g Xay Un
+7ZE(0,.—0,.)(0,.—0Z); T

Since [#1)_.0? log f(%a, 8.)/30°3074¢;;(8,) | converges stochastically to zero,
and since n”zlﬂf.-oﬁ,l is bounded, we easily obtain from Proposition I that
for any €>0 there exists a constant B, such that

lim sup P[ Y 10g f(%ay 6n) — 2 10g f(%ay 8,) = Be| 6a] = e.

n=w

Since —2 log Au(w, E.) £23, 108 f(%a, 6.) =2 log f(%a, 8,) we have
177) lim sup P[— 2 log N\u(w, E.) = 2B.| 6,] < e

n=w

Denote by w, the subset of w in which I 0 —0,.] =v. From Assumption VII
it follows that

(178) lim P[— 2 log Mu(wn, En) = — 2 log Xu(wa) | 6] = 1.

Since —2 log A,(w) = —2 log A.(w,) we have
(179) lim P[— 2 log Mu(wa, En) Z — 2log Ru(w) | 2] = 1.

N=oco

For any given constant B there exists a positive a <1 such that —2 log X,(w)
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2B if Lu.bie P[L.(w)|8]=a. Hence from (179) we obtain
(180) lim P[— 2 log Nu(wn, Ea) = B|6,] =1

for any constant B. From (180) it follows that
(181) lim {P[— 2log M(w, E) Z B|6.] — P[] 6a(w) — .| 2 »| 6]} 2 0

for arbitrary values of B. From (181) and (177) we obtain
lim P[| 6.(w) — 0.| = »|6.] = 0.

n=w

Hence (175) is proved.
Consider the Taylor expansion

2 1og f(%a, 0,) = 2 10g f[%a, ba(w)]

(182) ° . - .
1 . 21 A
LSS ) — o[ — of] Ly 108 S(Ea 6)
2 s 7 960%067

where 08, lies in the interval [0,, ,(w) ]. In the following arguments we shall
use the following lemma: Let ||)\.~,~|| @#,j=1, - - -, k) be a definite matrix and
for each integer s let Nj; be a real number such that lim,me Ny=N\:j. Then

lim (X 2 voihii/ 2 2 vvikii) = 1

uniformly in vy, - - -, vx. From (175), the Taylor expansions (176) and (182),
and the above lemma it follows that for any ¢>0

lim P[(l + 6)9» -(1- e)q-n = — 2log M(w, Ea)

ass) 2 (=g~ U+ 98] 6] =1,
where

(188 ga= z:: inw:; — 8))(6: — 8)c:,(0.)

and

(185) g = 3 3 albiw) — 0 1[0 — 0!ci0n.

r+1 r+1

Since —2 log \.(w, E,) 20, we obtain from (183)
(186) lim P[(1 + &gn — (1 — &da 2 0] 0] = 1.
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Since the sequence {n‘/ 25(0n, 0,.)} is bounded, the expression g, is bounded
in the probability sense, that is for each positive p there exists a positive
value 4, such that

lim P(gn > 4,]6.) < p.

From (186) it follows that gy is also bounded in the probability sense. Hence
because of (183) we have

(187) lim Plgn — gn + €2 —210g)\,.(w, E)Zgu—do—e|lba] =1

. ﬂ-ﬂ
for any €>0. From the Taylor expansions

al O
sito) = 3 TR LEn )

(188) ” 8* 10g f(xer 0)
—_ — 12 — —_ _____x,.,_,,_ } = [N
- ; 01 — ) ; o G=1,--,8
and
_ S0 — o i 82 log f(%a, 0:*)
(189) 30 = '_gl [bn(w) — 0] — 2 —— o ——
) (i=r+1,---,k)
we obtain
(190) @) = + 2 0" (0r — 0)[ci1(0.) + ess(En)],
191)  #"’0: —6n) = z; [0:(0s) + n:in(En) 1y5(0,) G=1,---,8),
and
k
(192) "' [6a(@) — 8] = X [5:i0) + Lim(E) 1930 Gi=r+1,---, B),
imr1
where
llaii(ou)“ = ”C‘i(oﬂ)”_l (i:j = 1’ M} k)»
”5{1‘(0)" = “C,‘,‘(O)""l (itj =r + 1: MR } k)a

and for any positive » we have
lim P[] ein(En) | < v|6.] = lim P[| nim(Es) | < v 6a)
= lim P[l ?sm(En)I < ”I aa] =1
fn=ow
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>3 nlbaw) — 6.][0i() — 611ci;(0,)

r+1 r+1

where
lim P[| piimn(En) | < ] 6a] = 1

for any positive ». If at least one of the integers I and m is greater than r,
we have

k k
> Y #i(0.)ca(0a)cin(0a) = cmi(6a).

jm=r+1l $=r+1

Hence
k k k k k k
E Z ‘Um‘vlsz(on) - E E Z Z 0-'1'i(on)Cim(on)ij(on)‘vlvm
m=1 l=1 je=r+1 f=r41 l=1 m=1
Z Z Vlm [Clm(on) - z Z Uu(on)com(on)cﬂ(on)]
me=1 l=1 j=r4l d=r4l
The coefficient

k k
Alm(on) = Clm(on) - Z Z &ii(on)cim(aﬂ)cil(oﬂ)

r4+1 r41
can be written as the following ratio:

clm(on) (2] r+1(°n) ct clk(on)

Cmr+1(05)  Cri1 r+1(02) ¢+ ¢ Cri1 £(05)

(193) A0 = Cmi(0,) Ckr41(0) - - - Crr(0,)
Cr41 r+1(0n) st Cryd k(on)

i re1(02) - - - ca(0)

It is known that if 4’ is the adjoint of any determinant 4, and M and M’
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are corresponding m-rowed minors of 4 and 4’ respectively, then M’ is equal
to the product of A™~! by the algebraic complement of M.

Let A be the k-rowed determinant |¢r;,-(0,.)| (3, j=1,---,k) and let M
be the (k¢—r41)-rowed minors

Ulm(on) oy r+l(0n) st Ulk(on)
(194) M= Ori1 m(on) Orel r+1(0n) tt ot Orgl k(O,.)
km(0n) ok r41(0.) - - - 0kr(04)

Then we have

clm(on) (2] r+1(0n) A clk(on)

(195) b = ar—eia| Crei®) oren@) - onnn®) |
cmk(on) Ck r+l(0n) AR Ckk(on)

where ¥ denotes the algebraic complement of M. Let M be the (k¥ —7)-rowed
minor |¢:;(8)| (5, j=r+1, - - - , k). Then we obtain

Cri1 r+l(0n) ft ot Crgl k(on)
(196) M{ = A% . . =A'°"“1_M—1,
Cer41(0,) ¢ - - cri(02)

where M, denotes the algebraic complement of M;.
From (193), (195) and (196) we obtain

A1n(0,) = M /M, = ¢1m(0,) Gm=1,---,1),
where || cim(0,)]| =||om(8.)||* (4, m=1, - - -, #). Hence
@n = Gn =12 2 (67 — 8)(0; — 0,) [65(8:) + 7pen(En)] + pa(En),
g=1 p=1
where for any positive » »
lim P[| npen(En) | < v|0,] = lim P[| pu(Ea) | < v| 6.] = 1.

n=ow n=o

From (187) it follows that for any positive €

lim P{-— 2 log (o, E,) — € < i i n(6y — 0,)(6s — 0,)
aon) o

 [2pa(0a) + Mpen(En)] £ — 2 log Ma(w, Ea) + €| on} = 1.
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Since 02=63 (p=1, - - -, r) from (197) we obtain because of the boundedness
of the sequence {n1/2(0,.—0”)}
lim P[— 2 log M(w, En) — € < 3 3 n(05 — 65)(6n — 02)Z50(0.)

< — 2log M(w, E.) +¢| 6.] = 1.

The above equation remains valid if we substitute , for 0,, that is

lim P[— 2 log M(w, E,) —e < ny, >, (67 — 60)(6n — 00)Cpa(6r)
198) .
(198) < — 2log M(w, En) +¢| 6] = 1.
Let W,* be the critical region defined in (115). Since (173) holds for any
sequence {6,} for which lim %#1/23(0., @)= =, we obtain from (198)

(199) lim {P(Wx|0) — P[L.(w)| 6]} =0
n=o
uniformly in 6.
Now we consider the general case where w is given by 7 equations

gO)=---=¢0)=0

such that Assumption VI is satisfied. As we have seen in §12, the whole the-
ory remains valid if we replace the parameters 6!, - - -, §* by the new pa-

rameters
El = 51(0)) ) Ek = Ek(e),

where the functions £1(6), - - -, £(0) satisfy Assumption VI. Hence from
(199) it follows that

(200) lim {P(Wh|6) — P[L.(w)|06]} =0

"» 7=

uniformly in 8, where W.* denotes the region defined in (161).
From (200) and Theorem VII we obtain the following theorem.

TueoreM VIII. Let S.(08) be the surface defined in (162) and 7(0) be the
weight function defined in (165). If Assumption V1 holds, then for testing the
hypothesis £1(0) = - - - = £7(0) =0 the likelihood ratio test

(a) has asymptotically best average power with respect to the surfaces S.(8)
and weight function 7(0); '

(b) kas asymptotically best constant power on the surfaces Sc(8);

(c) s an asymptotically most stringent test.

14. Large sample distribution of the likeliﬁood ratio. S. S. Wilks(®) has
derived the large sample distribution of the likelihood ratio Ma(w, E.) if w is

(®) S. S. Wilks, Distribution of the likelihood ratio in large samples, Ann. Math. Statist. 1938.
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a linear subspace of the parameter space and if the hypothesis to be tested is
true. Here we derive the large sample distribution of A\.(w, E,) for any set w
satisfying Assumption VI in both cases, when the hypothesis to be tested is
true, and when it is not true.

Let u, - - -, u, be r independently and normally distributed variates with
unit variances. Denote the expected value of #, by u,. The distribution of
the statistic

U=wu+ - +u

is known (7). The only parameter involved in this distribution is A2=p2+ - - -
+u2. Let us denote the cumulative distribution of U? by F,(A?, £), that is,

(201) PLU <)) =FO, 0 N =wm+-- +uw.

Obviously F,(0, ?) is the x2-distribution with 7 degrees of freedom.

Letu, - - -, v, be 7 variates which have a joint normal distribution. Denote
by u, the mean value of v, and by ¢,, the covariance between v, and v,.
Consider the statistic

(202) V2= 27 3 Nl

g=1 p=1

where ||\, ]| =||osdl| % It is easy to verify that the distribution of V?is given
by

(203) P(V? <1t) = F(\% ),
where
(204) - A\ = Z E)‘pqﬂpﬂq-

We will now derive the limit distribution of the expression on the left-
hand side of (161), that is of the statistic

(205) Qn =12 2 £2(0.)(00)a(6n).

gq=1 p=1
The joint distribution of the variates nl/2[£(8,)—£(0)], - - -, n'/2[£7(6,)
—¢7(8) ] converges with #— o uniformly towards the cumulative normal dis-
tribution with zero means and covariance matrix ||o},(8)|| =|| &% (6)|| . Since
6, is a uniformly consistent estimate of § and since ¢;;(0) is a uniformly con-
tinuous function of 8, the statistic

(206) On =12 3 (8. £9(60)Erg(6)

(7) See for instance P. C. Tang, The power function of the analysis of variance tests, Statistical
Research Memoirs vol. 2 (1938).
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has the same limit distribution as Q,, that is,

(207) lim {P[Q. < ¢| 6] — P[Q. <t|6]} =0

n=c

uniformly in 6 and ¢.
It is easy to see that

(208) lim {P[0, < ¢| 8] — F,[na(6), ¢] = 0

uniformly in 6 and ¢, where

(209) M6) = 12 T £ OF 0)550).
Hence, because of (207) we have

(210) lim {P[Q. < t| 6] — F.[x2(8), £]} = 0

n=oo

uniformly in 6 and ¢
Let {6,} (n=1, 2, - - -, ad inf.) be a sequence of parameter points for
which #1/26(0,, w) is bounded. Then we obtain from (198)

(211)  lim P[— 2log Mu(w, E.) — € £ Qn < — 2log M(w, E.) + €| 6,] = 1

7= 0

for ahy positive e. From (210) and (211) it follows that

(212) lim {P[— 2 log M(w, E.) < t|6,] — F.[A(6), £]} =0
uniformly in ¢ Since (173) holds for any sequence {6, } for which lim #1/25(8,, w)
= + «, we obtain from (212)

(213) lim {P[— 2log M(w, Ex) < t| 8] — F.[A(6), t]} =0

n=ow
uniformly in 0 and ¢. Hence we have proved the following theorem.

THEOREM IX. Let F.(\2, t) be the distribution function defined in (201)
and let N\.(w, E,) be the likelihood ratio statistic for testing the hypothesis
£1(0)= - - - =£7(6)=0. Let furthermore N2(0) be the expression defined in (209).
Then, if Assumption VI holds, we have

lim {P[— 2 log Ma(w, E.) < ¢| 6] — F,[xa(0), £]} = 0

n=o

uniformly in t and 0. If the hypothesis to be tested is true, that is if 0 is a point
of w, N2(0) =0 and therefore the limit distribution of —2 log Au(w, E,) is the
x2-distribution with r degrees of freedom.
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15. Summary. Let f(x!,---, x™, 0%, -, 6%) be the joint probability
density function of the variates x1, - - - , x™ involving 2 unknown parameters
61, - - -, 0. Any set of values 6!, - - -, 6% can be represented by a point 6

of the k-dimensional Cartesian space with the coordinates 8, - - -, 6% Let w
be the subset of the parameter space defined by the equations
8O =80 = ---=£06)=0 : (r = k),

that is, wis the set of all points 8 for which the above equations are fulfilled.
Denote by H, the hypothesis that the true parameter point 8 is an element
of w. In this paper the question of an appropriate test of the hypothesis H,,
is discussed when the number of observations is large.

The following notations have been introduced. The point 6, denotes the
point with the coordinates 6, - - -, 6% where 6} is the maximum likelihood
estimate of 6¢ based on %z independent observations on «!, - - -, x™. The ex-
pected value of —92 log f(x!, - - -, x™, 6%, - - -, 6¥)30°367 is denoted by ¢:;(0)
and ||o:i(0)|| =||cii(®)]|~*. Furthermore > i.,> %.,(0£7/06%)(9£2/36™)01m(6)
(p, g=1, - - -, r) is denoted by o},(0) and

HE:Q(O)” = “‘7:41(0)“—1 (Pv g=1---, 7)-
The region W.* denotes the critical region defined by the inequality

1Y X (050 Cre(8) Z s
g=1 p=1

where # is the number of independent observations on x!, - - -, x™, and the
constant d, is chosen so that the least upper bound of the probability that
the sample point falls within W.*, calculated under the restriction that the
true parameter point lies in w, is equal to a given positive a <1.

Let N\, be the likelihood ratio statistic for testing H, and let L, be the criti-
cal region defined by the inequality

A £ A,

where the constant X, is chosen so that the least upper bound of the probabil-
ity that the sample point falls within L,, calculated under the restriction that
the true parameter point lies in w, is equal to a.

Under certain assumptions on f(x?!, - - -, x™, 8%, - - -, #*) and the func-
tions £1(9), - - -, £7(0) the following results have been obtained:

I. For testing the hypothesis H, the critical regions W,* and L, both:
(1) have asymptotically best average power over a family of surfaces defined
in (162); (2) have asymptotically best constant power along the surfaces de-
fined in (162); (3) are asymptotically most stringent tests. The exact defini-
tions of these notions are given in Definitions VIII, X and XII, respectively.

II. The statistics —2 log N, and % > 51> o1 £7(8.)£9(6,) ¢ (8.) have the
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same limit distribution. The limit distribution of —2 log A, is the x2-distribu-
tion with r degrees of freedom if the hypothesis to be tested is true. If the
true parameter point 8, is not an element of w, the distribution of —2 log \a
approaches the distribution of a sum of non-central squares

U'=ui+ - +un

where the variates #%,, - - -, %, are independently and normally distributed
with unit variances and

i (Bup)? = 1Y 3 £2(0.)E8(0,)Epe(0)-

p=1
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